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Executive Summary

Locked Shields 2012 (LS12) was an international technical cyber defence exercise (CDX) conducted on
26-28 March 2012 with more than 250 participarnstotal. It was orgarsed in cooperation witlthe

Swiss Armed Forces (SAF) Command Sugpaganisation Finnish Defence Forces (FDF), NATO
Cooperative Cyber Defence Centre of Excellence (NATQOEJand the Estonian Cyber Defence
League (ECDL).

Nine Blue Teams representing small telecommunicai@ompanies had to defend a piauilt
network against hostile attacks conducted by 40 Red Team members. Each Blue Temasintiéadt
network consisting of approximately 25 virtual machines. Initially, thegtesys were full of
vulnerabilities and configuration mistakes. Events were observed and analysad.égal Team
consising of aninternational group of lawyerslheBlue Teams were competing with each other and
their progress was evaluated liye White Team.

The main objectives of LS12 wete train Blue and Legal Team membheérs support the campaign
of the Multinational Experiment 7 (MNE7)o explore situational awareness technologiestlire
cyber domainand learn from the activities of Blue and Red Team members.

The orgarsers succeeded in providiran interesting and complex environment for the Blue Teams
to defend. In addition taan intensive attack campaign, Blue Teams were challenged by additional
tasks and media pressyreequiring them to have a wideange of skills to be successful. All Blue
Teammemberswere interestedn beingengaged in similar future events.

The second main training audiendbe Legal Team membersada good opportunity tdearn about

the technical aspects of IT systems attack and defence. However, due to the way teams were
organied, with simple scenarieand fictional legislation, the lawyers were not actively engaged in
the game.

LightweightHuman Reporting proved to beffective in establishing situational awareness about
defensive and offensive campaigns. The solution should be further developed and participants better
trained to increase the frequency and accuracy of reports provided by human experts.

Regarding the aaick and defence activities, we observed only known and standard practices on both
sides. It was clear that vulnerabilities in web applications turned out to be the Achilles' heel of LS12
Blue Teams.

Locked Shieldshouldremainas alive technical cybedefence exerciseas there is a clear need for
more and similar training events. In this repomve have listed numerous observatioas tohow to
improve Locked Shields in the future.
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1 Introduction

Locked Shields 2012 (LS12) was an international technical cyber defence exercise (CDX) conducted on
26-28 March 2012. Nine Blue Teams had to defend dpiitt network against the Red Team attacks.

Each Blue Team hadsimilar network consisting of appramately 25 virtual machines. Initially, their
systems were full of vulnerabilities and configuration mistakes. Events were observed and analysed
by a Legal Team consiag of an international group of lawyers. A friendly competition took place
between the Bue Teamsandtheir progress was evaluated bywWhite Team.

The teams engaged in LSit2luded participants from multiple nations. For instance, Blue Teams
consisted of experts and specialists from governmental organisations, military units, CERT t&#ams an
private sector companies. There were Blue Teams from Switzerland, Germany, Spain, Finland, Italy,
NATO Computer Incident Response Capabiliigchnical Centre (NCIRC), Slovakjand combined

teams from GermamAustria and Denmarklorway. The core othe Red Team @as composed of
specialists and volunteers from Finland and Estonia, with additional contributors from Germany,
Latvia, NCIRTC and Italy.

LS12 was orgasid in cooperation withthe Swiss Armed Forces (SAF) Command Support
Organisation Finrish Defence Forces (FDF), NATO Cooperative Cyber Defence Centre of Excellence
(NATO CCDCOQREnd the Estonian Cyber Defence League (ECDL). Situational Awareness solutions
were provided bythe private companies Clarified Networks (Finland) and RUAG Defence
(Switzerland). Contributors from many other orggations were also involved.

The purpose of this document is to provide an overvigvwthe exercise, describe the events that
happened duringhe Executionphase and list observations and recommendatioas to how to
improvethe next Locked Shields exercises. The report incladggiation analysis based on human
reports andthe most important parts from the information package describing and regulating the
Game. Although the findings are mostly very sfie¢o Locked Shieldsve hope that the report ¥

also be useful for other parties orgainig similar technical exercises.
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2 Overview of Locked Shields 2012

2.1 Concept

LockedShields 2012 was a technical Bleed Team exercise. The gendmmat of the CDX was a
game no organisation which participategdlayed theirreatlife role and the scenario was fictional.
Blue Teams had to defend partially grailt computer systems agrest attacks from the Red Teams.
All Blue Teams had similar systemsisnulating the network o& small telecommunicatioccompany.
The initial configuration ofthe Blue Team@Qinfrastructure included vulnerable andwrongly
configured systems.

To motivatethe teams and measure the success of different strategies and tattiese was a
competition between the Blue Teams. The progress of the teams was measured by automatic and
manual scoring. Red Team members did not compete with each other. Their objeatve provide
equally balanced attaclan all the Blue Tea S&tworks.

LS12 was relatetb the cyber campaign athe Multinational Experiment 7 (MNE7). Yellow Team
members used the exercise environment to explore and test different solutionssiiaation
awareness (SA the cyber domain. Some of the Legal Team members were also contributing to
MNE?Y objective. TheLegal Team defined fictional legislation for the CDX.

2.2 Obijectives

The highlevel objectives of LS12 were the following:

1. Support MNE7to achieve a technical cyber objective. The aim of the respective MNE7
technical objective is to explore relevant technologies ttatisionmakersrequire to gain
and maintain effective collaborativ@uational awareness of the cyber environment.

2. Train teans of IT specialistdo detect and mitigate largscale cybemattacks and handle
incidents by providing themwith an interesting and challenging training environment. The
followinglist outlines themain training objectives for the Blue Teams:

a. Testing skis.

b. Testing teamworkdesigring an environment and rules in a way that teams with
better cooperation would perform better

c. Teaching national level cooperatio

d. Teaching international communication and cooperation.

3. Train legal expertdiy involving them taanalyse and observe the evensnother objective
for the legal experts was to come up with a plan to make the Légal ¥ Q& Ay @2t gSYSy (i
valuablefor future exercises

4. Learn from the activities of Blue and Red Teanis case of similar realorld scenarios
which tactics and methods of defence are the best and what kind of steps from the attackers
to expect.

5. Search opportunities to integrate the technical CDX with an exercise that involves political
and highlevel decisioamaking processesThe an was to test and develop tools and
methods that provide decisionmakers with situational awareness about the cyber
environment.

6. Create the technical infrastructurén such a way that it would be easy toreuse the
componentsand set it up again fom new exercise. Compile good documentation and
automate the installation processes of the environment as much as possible.
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7. Improve international cooperatiorin cyber defence by involving cyber defence practitioners
from many different nations.

8. Strengthen the international security community by exchanging information and
experiences.

9. Improve the capability to conduct exercises

2.3 Participants

More than 250 participants in total were engaged in LS12.
Approximately 110 persons participated as defending Blue Treambers

1 Blue Teams for the Test Run were assemlfiteth specialists from kapsi.fi (FIN) and ECDL
(EST)

1 Blue Teams for the Execution were assemliitech specialists fronFIN, CHE, ITA, DEU, BEU
AUT (2 persons from DEU and 8 from AUT, winning team);NINRSWE, ESP, SVK, NATO
Computer Incident Response Capability Technical Centre (NCIRC

Approximately 165 persons participated in other teams

40 Red Team members

15 Green Team members

15 White Team members

15 Legal Team members

30 Yellow Team mendbos

50 MNE7 SA team members.
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2.4 Teams

2.4.1 Overview

The participants of LS12 were divided between many different teams. The following diagram
provides a generic overview dhe teams and the relatiortsips between them Teamswith
underlined names were considereds players that is, hey played some role according to the
scenario.
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2.4.2 Blue Teams

2.4.2.1 Description

The Blue Teamswere the main training audience. Their task was to sectire virtual IT
infrastructure of a small telecommunicatisasompany and defend it against the Red T&aattacks.

Blue Teams had to maintain servicas described in documentatignassuring confidentiality
integrity and availability of the systems. In addition, Blue Teams were supposed to report detected
incidents to the White Team (CERT, Management) and complete business tasks injected by the White
Team. Business tasks included requests from clients and employees, information requests from
journaliss, etc.

The najority of Blue Team systems were grailt by the Green Teamln addition each Blue Team

could deployits own Virtual Machines (VM)for network traffic analysisfor example The network
consisted of typical network devices and virtual servers and workstations. Blue Teams were allowed
to use their owrtools and software provided they dibt contraveneany licensing terms.

Blue TeamSsuccess was measured bgth automatic and manual scoring.

2.4.2.2 Numbe of Teams, Size and Location

Team| Number of Teams| Team Size| Location

Blue 9 6-10 Various, each tearhas to
find the location

The number of available slots was limited due to technical constraints and the capabilities of the Red
Team. Blue Team slots were divided 58086 betweerNATO CCD C@Rgonsoring Nations (SN) and
MNE7 nations.

Blue Team members were not supposed to be physicatipeated during the execution of the CDX.
Everyone could accefise CDX environment remotely over OpenVPHll, &ll the teams preferred to
stay in the same place with all their team members.



2.4.2.3 Roles

The following were supposed to be present in each team:

1 Team Leadergc 2 3SNI t €t YIFylF3aSYSyld Pdint af EonE@®ROGtoOiG A BA ()
exercise controllers

1 Deputy Team Leaderalternative POC for the team

1 IT specialists; adminisering and secumg the systems, defending the systems against Red
¢SIyYQas. Fddalr 01

1 PR manage¢ communicating with inquisitive journalists and tHbedisQ &

1 Reporterc reporting the Blue Team activities to the White Teavhich hels the White and
other teams toreceivesituational awareness.

The distribution of the roles and responsibilities for the participants was up toiedohdualteam.

2.4.2.4 Expected Skillset

Taking into account the components thfe technical infrastructure the Blue Teams had to secure,
they were epected to have knowledge and experiencef the following areas:

1 TCP/IP networking
1 Administrationof and securing Windows and Linux based systems. Some examples:
Windows domain and Active Directory
Workstations and servers based on different Windows versions
Linux servers running on Ubuntu and Debian distribution
Firewalls based on Netfilter (Endian distribution will be used), proxy servers
Common network protocols, services and technologies DS, NTP, DHCP, HTTP
and HTTPS, SMTP, POP3, IMAP, SSH, FTP, RADIUS
o KVM virtualization platform
1 Web application technologies and developmeHR(T{ML, clienside and serveside scripting
such as JavaScript and PHP, SQL databases such as.MySQL)
1 Administiation of network devices (switches and routers running Cisco 10S, OSPF routing
protocol).
1 Some programming skills in Pexs the automatic scoring bot wamaplemented in Perl.

O O O O o

2.4.3 Red Team

2.4.3.1 Description

wSR ¢ $issioR &was to compromise or degrade the pemfiance of the systems that were
protected by Blue Teams. The phases and objectives for the Red Team wptarpred.

The focus of LS12 was to train the Blue Teams. Therefore Red Team members were mainly
considered as th&ork-forceCto challengethe Blie Teams In principlethe Red Team useawhite-

box approach. The technical detaitsf the initial configuration of the Blue Team systems were
available for the Red Team beforehardong with the opportunity to scan Blue Team systems for
vulnerabilities before the execution. However, as the team was composed of volunieany of

them did not have time to learn the target environment in detdihe white-box approach was
chosen tobalance the fact that ira realworld situation, motivated attackers would have no
significanttime constraints as there were during the exercise.



2.4.3.2 Numbe of Teams, Size and Location

Team Number of Teams Team Size Location
Red 1 with many subdeams 40 Tallinn

Red Team members were divided between 6-8dims:

Web attacks

Hosting and KVM attacks
Network attacks
Clientside attacks
Advanced campaigns
Various tasks

ogakrwdE

In addition, there werdour Liaison Officers between Red and White Teamhey were responsible
for reporting and coordinating Red Team's successful actions to the White Team.

2.4.3.3 Expected Skillset

Red Team members were expected to have recent background in penetration testing or red teaming.
They were also supposed to be expaded in conducting such activities as part of the team
(collaboration, handover, information exchange).

Examples of minimum skillsets were:

Remote and clienside exploitation

Local exploitation and privilege escalation

LAN infrastructurexploitation (L2 and L3 attacks)

Web application pettesting skills (SQL injection, file inclusion, input validation bypassing,
etc.).

= =4 —a -8

Desirable additional/speciafd skillsncluded

1 The dility to hide and stay resistant in compromised hosts andwaeks (backdoors,
rootkits, andavoiding detection such as log and timestamp modification).

1 In-depth penetration skills: taking over the initial penetration (shell, backdbt@terpreter
session, etd and exploiting further into the networle.g, passthe-hash, LAN exploitation,
malware spreading.

1 Fuzzing: capable of fuzz testipgotocols making use of found vulnerabilities during the
short game execution period, crashing of services during destructive phases.

2.4.4 White Team

2.4.4.1 Description

White Tean's tasks during the preparation period were:

1. Defining exercise objectives anbjectivesfor the Red Team
2. Developing the rulesincluding scoring rules. The rules cover general aspects such as how
the exercise will be run, regulations for Blue Team activaies rules of engagement for the



3.
4.
5

Red Team. Scoring rules specify how the Blue Teams will be assigned both positive and

negative manual scores.

Preparingousiness task$or the Blue Teams artthe inject list.
Contributing to thedevelopmentof the high-level scenario
Developinga communication plan.

During theBxecutionphase the White Team acts ahe SESNOA &S O2y i NRf t SNAQ
tasks duringgxecution were:

1.

2.

»

Controllingthe exercise andhe Red Team campaign. White Team decides when different
phases start and stogndwhen the Red Team B#&o wait or slowits activitiesdown.

Acting as theCERTreceiving and evaluating incident reports, providing advisories and abuse
notifications. In realitythe CERT team was mainly engaged in evaluding Teanreports

and didnot play the role of overall coordinator of Blue Team efforts.

Evaluatingthe progress of the Blue and Red Teams and assigning manual stoed¥hite
Team evaluates the reporisf successful compromises issued by the Red Team which will
result ina negative score. Successful detection of attacks described in incident refiwts,
ability to respond to business injectand new creative ideass to how to defend(and
collaborate with other Bludeamg will generate apositive score.

Simulating the activities of Blue Te&NH I y A diénis A 2 y 4 Q

Simulating themanagementand the use's of the organisatios whose networks the Blue
Teams are defending.

Simulating theanmedia. For instance, injecting news stories and actingpamalistscontacting

the Blue Teams.

2.4.4.2 Team Size and Location

Team Number of Teams Team Size Location
White 1 15 Tallinn

White Team members were divided into the following roles or-w&#ms during execution of LS12:

= =4 -8 —a a8 —a -9

245

Judging and Control

CERT

Communications Officers
BlueWhite Team Liaison Officers
Media Simulation

Management and Clients Simulation
User€simulation

Green Team

2.4.5.1 Description

The Green Teanmwas responsible for preparing the technical infrastructure in the lab. Typical tasks
for Green Teanncluded

f

il

setting up the core infrastructure: computing nodes, virtualization platform, storage,
networking
setting up routing and VPN access to the environment

10

O

(V)



designing and building Blue Team networks

developing management interfaces filire Blue Teams

programmirg the automatic scoring bot and agents

setting up solutions required for monitoring the general exercise infrastructure
installingthe recording and logging facilities.

=a =4 -8 & A

Building the exercise infrastructure is the most critical factor for having a successful technical
environment. Therefore Green Team's tasks were most challenging andintenisive.

2.4.5.2 Numberof Teams, Size and Location

Team Number of Teams Team Size Location
Green 1 14 Madrid, Tallinn,
Bern

2.4.6 Yellow Team

2.4.6.1 Description

TheYellow Team'sole was to explore the technologies for obtaining situational awarenes$igein
cyber domainTheYellow Team was responsible for selecting solutions and methods to be tested in
the experiment, developig appropriate seups, and analysg the experiment results.

2.4.6.2 Numberof TeamsTeam Size and Location

Team Number of Teams Team Size Location
Yellow 1 NA Bern, Helsinki

There werewo principalsubteams providing situational awareness solutions for LS12:

1 TheFinnish Teanprimarily consisting of experts from Clarified Networks.
1 TheSwiss Teanprimarily consisting of experts from RUAG.

2.4.7 Legal Team

2.4.7.1 Description

The Legal Tean(LT) was part of the training audience but also contributed to the preparation of
LS12. Legal experts were engaged in the following activities:

Developing fictional legislation for LS12

Analysing and observing the events from a legal perspective
Providing advice to the Blue Teams in termdtud legal aspects
Learning about the technical side of the attacks.

coop

2.4.7.2 Numberof Teams, Size and Location

Team Number of Teams Team Size Location
Legal 1 15, Negotiable Helsinki
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2.5 Scenario

2.5.1 Roleof the Blue Teams

The Blue Teams of LS12 represented telecommunicatiompanies. Blue Teams had to comply with
fictional legislatior(Appendix ClLegislatiofpand provide the following services to their clients:

Simulated DSL connectivity tioe internet.
Shared web hosting

Email hosting

Providing virtual private servers

= =4 —a -8

Blue Teams had also to manage the baffice infrastructure of their company. In addition, Blue
Teams®haredn common data centrdt wassimulated that the cooling system of this server room
was controlled by a lalSCADAystem which could be accessednly through each Blue Tedd®a
internal network. Therefore every Blue Team had to keep the Red Team out of their internal network
segment to avoid théBlow-updf the shared cooling system.

2.5.2 Roleof the Red Team

The attacks occurring during the exercisggmated from two different groups:

1 An organsed crime groupRadicalBattalioR ¢ wnotivaiell by commercial gain.

1 A group identifyingitself as Whe Janitor®@ ¥ arlorfymous networkof neutrality activists
disappointed with recent news stories about ISPs admitting using a data mining tool to
gather and analyse data on some of thesers Thed N2 dphakhés to get access to a list of
these clients, details of the search method and graeters and publish everything they
could get access to.

2.5.3 News Feeds

The background scenario was defined by several news feeds

2.5.3.1 14 Hackers Arrested by Interpol

Interpol announced today that a major international police operation had succeeded in iohgntify

and arresting 14 people in connection to the organized crime group Radical BattalioN (RBN). The
group has been involved in providing bulletproof hosting services, identity theft, money laundering,
spamming and DDelased extortion using the global b&ih some researchers have dubbed
Prometheus.

Interpol offered thanks to several Internet Service Providers: Blue 1, Blue 2 and Blue 9. Without the
assistance of these ISPs, the police would never have been able to track and identify the suspects.

Thechi# Ay @SadA3al 2N O2YYSYUSRY W2KAES AlG Aa adatf
has dealt a mighty blow against the criminal underworld. We are already seeing a 48% drop in the
number of spam emails around the world and the Prometheus boia® not been active since we

A % 4 A X

221 Ada adALISOGSR FTRYAYAAGNI G2NI Ayid2 Odzaiz2Re dQ
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2.5.3.2 Biggest ISP Conference Held in Cape Town

The premier ISP conference is taking place in South Africa this week. Participants include IT security
personnel and chief system adhid G NI G 2NR 2F Yz2ad 2F GKS 62NI RQa
boasts a livdire exercise for the gathered ISP teams, in order to determine the best one. A lot of
fireworks are expected before the week is over and the winning team gets to go hitimghev

coveted Turing trophy.

2.5.3.3 CoolAirz Hacked

The commercial aiconditioning provider, CoolAirz, reported a security breach in their systems
yesterday. While a representative of the company claims no serious harm was done, some web
commentators speculatthat the attackers may have had access to the source code of the remote
administration tool used to manage the temperature in most commercial server rooms.

2.5.3.4 ISPs admit spying

Several ISPs in Europe have admitted using a data mining tool to determine the risk profile of tens of
thousands of customers. The story was revealed by a group of students in France who noticed
peculiar redirects of their web traffic. Web activists halanted that this is unethical and that the
companies may have collected personal information about the habits and interests of the customers.
If that is the case, the recording industry may be very interested in the database, as it would help in
deployingtargeted ads.

2.5.4 |Initial Inject for Blue Teams

Wou are in charge of the Reserve Adstiation and Security Team of the ISP where you work. The
Primary team is off to South Africa (see news) and is likely to stay there for the entire week.

You have just niced that somebody is trying to map your network and has tried to gain
unauthorised access to the public web server. It is not known if this has anything to do with the
criminals that your team helpetb capture last weelk

2.6 Technical Environment

The «ercise infrastructure was provided ltlye Swiss Armed Forces Command Supfrdanisation

and was located ia central place. The environment (itinl machines, network elementsvas set up

and deployed for the CDX in a private cloud. This private cloud was running on Supermic
SuperbladesOpenNebulavas used for cloud management ak¥Mas the underlying virtualization
solution.

There werein total, eightAMD Opteron blade$4 x 12 Core CPUs @2.2 GHz, 64GB RAMjvand
Intel Xeon blades (26 core CPU @2.93GHz, 48 GB RAM).

Infortrend SANt{vo enclosures with a total of 32 disks and 40GBs iSCSI bandwidth) was used for the
storage. However, the initial solution did not progigénoughlOPSand had to be redesigned after

the testrun. AZFSile system was used withOpenindianabased storage accelerator to boost IOPS.

A 4GB DDRDrive acted as a write cache and 96GEDRIAKE a read cache.
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The participants were providedith an OpenVPN access to the management segment of their virtual
machines and they coulsgse SSH, RDP or VidCremote administration.

14



3 Planning

Exercise preparation activities were built arourtiree main planning conference events:
Stakeholder's (SPC), Main (MPC) and Final Planning Conference (FPC). In addition, all teams had
individual or partially mixed meetings. The topics related to LS12 k@ discussed in MNE7
Workshops (Helsinki, LillehammegoToMeetingand Skype were used to connect distributed
participants Although the concept for the exercibadalready beeragreed during SP@ May 2011,

the majority of the preparations wereartied outfrom the MPCstageto Execution.

Themainplanning eventsvere:

23-24 May 2011 Stakeholder's Planning Conference, Tallinn

18 Aug 2011Core Planning Team Meeting, Bern

11-13 Oct 2011 MNE7 Workshop, Helsinki

27-28 Oct 2011 Main Planning Gderence, Helsinki

10-12 Jan 2012MNE7 Workshog, Lillehammer

2-3 Feb 2012Final Planning Conference, Bern

15 Feb 2012Test Run, key players in Bern, Helsinki, Oulu and Tallinn
26-28 Mar 2012 Execution

29 Mar 2012 Hot WashUp

31 Aug 2012After Action Report Review, Tallinn

=4 =4 —a 8 a8 8 _9 9 _a -2
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4 Execution

4.1 DayO

4.1.1 Objectives

The pe-CDX day was dedicatéunl preparations before th66 TARTEX

1. Testing access tilie Collabenvironment and other communication channe3oToMeeting
chat,email, Skypetelephones)

Testing remote access to Gamenet

Helping Blue Teams to deploy their oWNs

Explaining rules, scoring principles and reporting

Running test attacks by Redaim to exercise reporting.

agbhwd

This day proved to be absolutely necessapseveralaccess problems were identified and solved.

4.1.2 Communication and Connectivity Tests

Planned activities started &7:00Z Firstly, all Blue Teams were expected to jiia GoToMeeting
session and establish VPN connectivity into the -ObGame Zone(see Appendix A for an
explanation of the Zonesyhere the Gamenet collaboration environment was locatedOA#0Zwe

were still missingwo Blue Teams fronsoToMeetingRegarding VPN, the main issue was to connect
ab9Tt GSIY Jagtheiwdoutek and defveside configuration was not scaled to the number

of workstations that required access. Some Blue Teams also had issues with the stability of their VPN
box, preonfigured bythe Green Team, and had to restart it several times.

The ®cond major task related to communication methods was to have all participants connected to
the wiki and chatbased collaboration environment (Collab) and jogall required chat cannels

(see Appendices G, H and | for communications and reporting proce€ssiEb had been moved
from an nternet-facing hosting environment to the Gamenet the night before. This caused account
synchrongation issuesand poblems were reported with 2&8iser accounts out of 330rhe nain
issues were the following:

1 Forgotten passwordspassword reset was possible only throutjie internet-facing Collap
after which additional synchrosation had to be done by the administrators

1 Changed passwords whichere not synbronisedbetween the internet-facing Collab and
GamenetCollab

1 Forgotten invitations by team leaders.

Two Red Team members could not access Gamé@udtab until the end ofhe game but all other
issues were solved on Day

In parallel to troubleshooting access problemghe Collab environment, Skype accounts were also
tested.
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4.1.3 Briefings and Full Access to Gamenet

At 10:45Z a short reminder of rules and scoring principles was given by the White Team. Yellow
Team briefed others oightweightHuman Reportingsee Appendix l)After that (1:104, VPN
access tall Zoneswas opened. Full access to the whole environment was ginveDay0 to fulfil the
following goals:

1 Test access to all VMs. A few password issues and some VMs iroparational state were
identified and fixed.

1 Test ingame email accounts. Some configuration mistakes were identified and (partially)
fixed. BlueTeam 9 (BT9) had trouble with getting access over POP3 and IMAP. BT1 had a
non-functional DNS server which prevented the team having initial success. BT6 reported
having problems with an internal mail server during the whole exercise.

1 Give the Blue Teantke opportunity to upload and test own VM. This process turned out to
be overly complex. Firstly, teams using specific SFTP clients experienced error messages and
could not upload their images. Secondly, Blue Teams lacked experience or guidelines on how
to customize VM definition files. This resulted in machines being in FAILED state after the
deployment.

1 Run a couple of attacks in order to exerciBe incident reporting. We observefive (BT1,

BT3, BT5, BT8, BT9) outnifie Blue Teams testing out Lightight Human Rporting using
tweets. Others tested reporting only the wiki.

4.1.4 Test Attacks

The Red Team used Ddy to finalee a division of members between sttkams, prepare the
campaign, set up infrastructure, generate payloads for exploits, coomliwatrk with White Team,
etc.

At 11:40Zthe Red Team started to conduct some simple hostile activities like network and web

application scanning, password brtfigrcing and web attacks againstsbops (shop.dmz.bluex.ex).
Before VPN access was closedafl0Z attacks were stopped.

4.1.5 Other Activities

In addition to fixing problems reported ke Blue Teamsthe Green and Yellow Teawere busy
tweaking the traffiecapturing infrastructure, improving monitoring systentse( Munin server was

not graphing for all the blades properly) and fixing other issues with the infrastructure. The biggest
concern washe high amount of IOPS observed on the storage layer.

All Blue Team VMs were reverted to the vulnerable snapshots before SXARTERayl; thus the
Blue Teams lost all the changes.

4.1.6 Conclusions for Da
To conclude tha@iscussion of thevents on Da, the following aspectshould be highlighted
1. The objectiveof testingall communication channels and remote access was met.

o It did not go asquicklyand assmoothy asexpected butin the end only a few Red
Team members did not get access to the Collab environment.
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2. The objectiveof briefing Blue Teams on rules and scoring principbasd to test reporting
was partially met.
o Some Blue Teams were expecting more detailed briefingghieyWhite Team. In
addition, Blue Teams did not get detailed feedback from the Red Team on which test
attacks were performed during D&y
3. The objective of having all Blue Team @dvMs running bythe end of Day) was partially
met.
o Some teams never got their own VM properly deployed into the exercise
environment.

4.2 Dayl

4.2.1 Introduction

At 06:40Z before the official start of Da¥, the Locked Shields News Portal was updated waittesh
story. YSPsadmit spyin@ This was meant to providecontext for the first hacktivist attack#\ few
minutes after07:00Z the White Team requested status brief from all the Blue Teanand then full
VPN access to Gamenet was opened.

4.2.2 Web Attacks

Red Team startethe campaign (Appendix BRed Team Campaign Plan Prior to Executiv7:30Z
with defacements against web portals DMZ (www.dmz.bluex.ex antvebmail.dmz.bluex.ex)The
Blue Teams clearly didot have any time to take precautions against these scripted attaa&s
defacements were effective against all but BT5. The web servers of BT5 were not accessitile from
Red Zone where the scoring botsnd Red Team members were located. Howeweappears that
this was not the tear® fault butwascausedoy networking problems in the infrastructure.

At 09:00Zas previously planned, persons in the role of RBN launched their hacks to steal client
databases:

1. From shop.dmz.bluex.ex. Customers of BT1, BT2, BT4, BT6, BT8 and BT9 lost their data at
once, BT5 later during Ddy(at 14:504. Remaining databases were lifted first time on Ray
BT7 ai09:00Zand BT3 al2:15Z

2. From portal.dmz.bluex.ex. Customa&sBT1, BT2, BT3, BT8 and BT9 were hadtgetat the
beginning, BT4, BT5, BT6 and BT7 later orilDay

Red Team was allowed to repeat each type of attack ewemhours. The second defacement round
started at11:00Zand was successful against all Blieams. However, different Red Team members
attacked different targets. The following sites were defaced: shop.dmz.bluex.ex (BT1, BT2, BT3, BT6,
BT7), webmail.dmz.bluex.ex (BT4, BT9), portal.dmz.bluex.ex, @ith)sharedweb.dmz.blue.ex

(BT8).

The hird defacement round started &3:00Z There were naignificantdifferenceswhencompared

to the previous round all teams were defaced. This time the targets were different for all but BT5
and BT9: www.dmz.bluex.ex (BT1, BT4, BT7), portal.dmz.bluex.ex, (BT3, BT5),
webmail.dmz.bluex.ex (BT6, BT@nd shop.dmz.bluex.ex (BT8). It is interesting to note that
according to Red Team reportbe attack against BT5 was accomplistadl4:40Z This was more
than one hour later than the others. BT5 was using web application firewalls, had good monitoring
and fixed problems on the flyhree minutes after specific SQL injection attempise vulnerability

was fixed) However Red Team was finally capable of bypassihgf&8T5's protection mechanisms.
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Other teams thatreceivedgood feedback fromNeb-Attacksteam were BT4Wabd reaction and
fixed things after attack®and BT84 00d reaction and fixing. Good active monitoghg

4.2.3 Network Attacks

The frst successfulttack against routers and switches agquiretheir configuration was reported at
07.37Zagainst BT1. During Ddy Red Team also managed to compromise BT2, BT5 an@ 8T9
network devices. Other teams changed the default passwasdsh( ascisco:cisco) andixed the
configurationwhich thenprevented Red Team also acaegsSNMP. Howeverit should benoted
that, on Day2, Red Team reported achieving this objective also against BT4 and Bi&iSdsthe
question why this was not possible in D49 One ogbn could be thati KS (i \&vs Yvar&
redeployed. 8ll, there was nceevidence that BT4 or BT6 would haeguestedrevertingthemselves.

4.2.4 Clientside Attacks

Duringthe morning of Dayl, the client-side team focused on compromising Windows 7 workstations

in INTERNAL Zon® steal confidentialmemo. Executable files with malicious payloads were
3SYySNIGSR IyR G(G(KSy K2aiGdSR FNRBY wSR ¢Srkrydya o6So
WNHzy>» SESIQF I PpdzLIRF § SOPSESQY WTdzy PSE S Glontegndho HINGB A a1 | ¢ ™
click and run then{a Blonde being a person simulating the ordinary computer users of Blue Team
companies) In some cases, the exploitation of vulnerabilities irenttside software was also
practised. The Red Team started with payloads without obfuscation, then adding more and more
encoding to avoid detection bRV signatures. This was effective agairall Blue Teams whose
workstations were accessible to the Blosd®T1({8:15Z first report), BT2, BT3.0:44Z last report),

BT4, BT5, BT6 and BT9. Workstations of BT7 were down due to infrastructure T¢®iBkndes

also could not access the workstations of BT8. Apparently tb&blocked access ov&DP

In addition to stealing thememo, a sidetask was to maintain access in the networks for future
objectives such keystroke logging to capture the passworth@®SCADA system. Red Team gained
full access withSYSTENbrivileges on compromised hosts. P#lss-hash allowed them to pivot
through the networks, dump and crack additional hashes and create new accéuiis.times Red
Team members mixed up the chat channels and announced new accouneshbd)which was
observableby everyone.

The afternoon was naso successful fathe Red TeamTheBlue Teams had finally had a chance to
apply some countermeasures. Red Team's sessions were killed, operating systems patched.

At 12:00ZRed Team started a phishing campaigth the purposeof:

1. Firstly, steahgcredentials orafaked®utlook Web Acce$page.

2. Secondly, trickg the Blondes into running an executable file named
WutlookClient NEW.ef®wvhich, after successful executigrwould spawn a Meterpreter
session.

The credentials were successfully stofesm BT1, BT2, BT3, BT5, BT8 and BT9. Malware ute in
phishing campaign was reportes successful onlyroBT1, BT2 and BT3 (all aroutt003. It is not

clear whether this was because other Blue Teams were just better in defence or the Red Team
members focusing on BTBT6 and BTBT9 were not so proficient. Even when user level
compromise was achieved, Red Team could not escalate privileges to SYSTEM. On some Windows 7
systems, théBad guy$§were kicked off after a few seconds of successful clite exploitation.

19



4.2.5 Various Attacks

From other activities conducted by Red Team on Ddlye followingshould be pointed out

1 Customer emails were successfully stolen after the compromise of mail.dmz.bluex.ex from
the following Blue Teams: BTU8(0024, Br'8 08:184 and BT9(8:203.

1 Availability attacks (PHP hash table DDo0S) againstsiveps shop.dmz.bluex.ex were
conducted betweenl2:05Zand 12:20Z These were reported successful against BT1, BT2,
BT4 and BT6.

NB for approximatelytwo hours on Dayl, all Red Team IPs wemdATed (network address
translated)because ofa configuration mistake withthe firewall in the CCDCOEcontrol room. Red

Team could not touch any systems on Blue Team networks where the address 10.32.2.33 had been
blocked.

4.2.6 Businesdnjects

The bllowing additional tasks were given to the Blue Teams onlDay

1. A wstomer sent aremailto sales@int.bluex.erequesting to host a new website.

2. The wstomer askedfor clarification about the secusi of their data, after reading an
alarming article in the press.

3. Journalists asked the Blue Teams to provide comments to the press about the incidents,
notably defacements. Thikledia Team then published stories in the news portal based on
these answers.

4.2.7 Conclusions for Day

The nain conclusions from the first dayere:

1. Web attacks were successful against all the teaatthough some of them were much more
difficult to hack.

2. It was not specifically measured how long it took to detect and recover from attacks, but this

would be important when estimating real business impact.

BT1 was always targeted firgiiving them less time for prevention.

Blue Teams whbh had their systera down either through their own or Green Team's fault

were initially higher irthe scoring table. However, they still faced most of the same attacks

later when the systems were brought online.

»w

4.3 Day?2

4.3.1 Introduction

Day?2 started witha presentation ofthe previous day's activities by Red Team. Unfortunateilg,
GoToMeetingsession had serious performance issues and Blue Teams could hardly undérstand
VPN was opened &7:20Z

4.3.2 Web Attacks

The following defacement campaign was executed onDay
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1. A fourth round of defacements lasted fro8:35Z- 09:55Zand targeted portal.dmz.bluex.ex
and www.dmz.bluex.ex. All but BT3 were hacked. According to reports, BT5 was
compromised 50 minutes later thathe previous team This could again indicate thatntil
this point, their web application firewall was not fifeined enough and code fixes digbt
help to stop the attacksonly delayd them.

2. The ffth and final round of defacements started at:00Z Within several minutesthe
customer portals, www sites, webrihaervers and web shops of BT7, BT2, BT9, BT1, BTS6,
BT4, BT8 and BT3 fell agaihawever, BT5 survived!

According to reportsthe customer database on portal.dmz.bluex.ex was stolen only from BT9
(08:304 and BT1 11:003. Based on our intelligence swes, the attacker who left behind a
signature WuriQhad some special feelings against BT9. Therefioeee is good reasono doubt
whether these attacks followed th#qually balance@principle and werein fact coordinated with

Red Team leader.

4.3.3 Network Attacks

A scond round of configuration stealing from network devices was initiate@@at0Zon Day?2. In

40 minutes BT1, BT2 and BT9 had their routers (rox®oute.ex) owned again. In addition, this

time the objective was also accomplishedamngt BT4 and BT6. Froatechnical perspective, the

attacks were rather trivial. Routers were accessed (S)Eékdue to an unchanged password (BT9), or
usingSNMPwith initial readg NA 0 S O2YYdzyAdGié yIYS 6WOREMHQOU® LG
device so that, afted0:30Z Red Team did not get any more access.

4.3.4 Clientside Attacks

The Clienside team continued to target Windows hoststire INTERNAL Zon€heir main goal was
to keep persistent access in order to have the capability to stealMNE password of SCADA
components, and use the workstation to access SCADA at a specific moment.

On the morning of Day 2, the Red Team could get access to BT1, BT2, BT4 and BT9 machines. Blue
Teams had deployed various amalware solutions which made staadl tools likeMSFor SETail.

It was possible to defeat the Blueeans with encoded payload$ut BT2 and BT4 discovered the
attackers ina few seconds and killed the sessions. Red Team still had SYSTEM level privileges on BT1
and BT9 and starteéteyloggers.The workstations of BT3, BT7 and BT8 were not available for
exploitation attempts.

4.3.5 SCADA Blowp

All Blue Teams had to jointly protect a lab SCADA installation which simulated the process of
controlling conditioners irthe Blue Teams' sharedath centre.The dfault rule set of the firewalls

allowed acces$o the components (HMI, control PC and development PC) over VNC only from one
workstation in each Blue Team INTERNAL Zone. In fact, all the Blue Teams could do was to keep Red
Team out of thee workstations and protect the shared VNC passwotag White Team was role
playingas aSCADA administrator who periodically logged in.

By 10:00Zon Day2, Red Team had managed to install a keylogger into the workstation in BT1

network and steathe SCMA password. At1:30Za Pavid Hasselhoff atta€kvas conducted (the
background image ofMI was modified) and10 minutes later the system wasBlown-upQfrom
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BT4) &orkstation. Red Team had also maintained access through BT6 arie d8ir@lows XP
machires. Thereforealtogetherfour out of nineteams failed to protect the SCADA.

4.3.6 Breaking the Infrastructure

The ®cond exercise day put the gaming environment under serious test. There were two major
breakdowns wherthe number of blades hosting the VMcameoverloaded. Most of the systems
were not accessibl®r usable. The retwork trafficcapturing infrastructure was not designed to
handle high traffic peaks.

1. The frst downtime started around®9:50Z The @me was stopped andat 10:00Z players
were advised to go for lunchiThe eercise continued afi1:00Zafter all Blue Teams had
confirmed their systems were accessible again.

2. Later, there wergwo other short periods with load issues, both caused by the activities of
Red Team.

a. There vas a miscommunication between Red and White Tearnuncertainty
regarding the phrasé&tll attacks are allowe@turing themayhemphase. Red Team
was still expected to follow Rules of Engagement. Particularly, they were not
expected to start DDoSing but thiss exactly what happened.

b. Red Team created a routing loop on purpose insideSROUTEegment by injecting
fake OSPFoutes. As Green Team had not defined traffic limits on virtual network
interfaces, the blades were again overloaded.

4.3.7 Various Attacks

From other Red Team activitieslestroying the mail servers in DMZ (mail.dmz.bluex.ex) and
customer portals (portal.dmz.bluex.ex) were directly scored. Mail servers were taken over and
Whreddedirom BT1, BT2, BT4, BT8 and BiR@portals from BT1, BT2d BT7.

Red Team also conducted OSPF route injections to break the cusfoimerset service. This
resulted in a routing loop and high traffic pealffecting the whole exercise infrastructure.

Red Team had prepadelinux workstations mimicking amauthorized contractor's laptop infected
with malware and plugged into the INTERNAL Zone. The malware tried to phone hontleedvstS
tunnel. This method was not successful. For instance, BTidotlidven lease an IP address to the
machine. BT8 noticedn abnormal amount of DNS traffic and killed the tunnel.

4.3.8 Business Injects

The bllowing additional tasks were given to the Blue Teams onZDay

1. A wstomer contactedh Blue Team to host a new website (repeated).

2. A Data Protection Agency requested informatioagarding ifthere was any sensitive
personal data that could have been compromised.

3. Blue Teams were interviewed by telephone. This did not add much pressure because the
situation regarding defacements and data theft had not escaldtedhe public. SCADA
attacks could have made a good story but occurred too late for media involvement.
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4.3.9

N

Conclusions for Dag

Custom web applications were so vulnerable teaht out of nine Blue Teams could not
avoid successful hackings.

Problems in infrastructure interripd the gameafew times.

The SCADA scenario was probably too artificial to have all the Blue Teams seriously focusing
on it.

Standard antmalware tools and good monitoring made the cliede attacks less
successful.

4.4 Blue Team Defensive Actions

During LS1# was not observed that anBlue Team ameup with uniqgue method®r techniques to
prevent, detect and mitigate the attacks. This igtée in contrast toBaltic Cyber Shield 201@here
the winners from Sweden were the only Blue Team wiibrdit use any patching but decided to
focus on hardening, whitésting and in genera) locking the systems down. The followjngostly
standard practices were used by LS12 Blue Tedimshould be oted that the list is only based on
the feedback form&nd reports received from the teamand not on detailed technical analysis.

f
f

= =

= =4 -8 —a —a -2

Patching the systems.
System hardening

o Securing the configuration of applications and services.

o Applying securityelated Group Policies.

o Disabling unnecessary modules. R@ing unnecessary services.
Hardening firewall rules, installing software firewalls on systems, blacklisting Red Team IP
addresses (scans, login briftarce attacks, exploitation attempts, malware C&C servers, IPs
learned from others)
Changing password&eplacing weak SHdys (that were generated on vulnerable Debian
distribution).
Enhancing access control. Removing unnecessary user accounts. Running password audits.
Changing file permissions
Removing most critical services from initial VM image®wn trusted VMs. Substituting
vulnerable services with other vendor's products.
Scanning networks and web applications for vulnerabilities: Nessus, Appscan, Netsparker
Finding and removing backdoors and rootkkBEASTPHP shells).
Protecting workstations with antivirus software and detecting malicious behaviour with
different monitoring tools: Security Task Manager for Window, System Explorer, ESET Smart
Security, MS Security Essentials, hosts3d.
Network traffic monitoring: tcpdump, Wireshar€olasoftCapsa,...
Collecting and analysing security events and logs: Splunk, OSSEC,...
Collecting and analysing netflows.
Deploying IDS/IPS systems: Snort.
Monitoring network services: Nagios.
Securing web applications

o UsingWeb ApplicationFrewalls (WAF): mod_security, WAF basedNGINX.

o Filtering of malicious input with quick hacks.

o Fixing vulnerabilities in code.

o Placing reverse proxies in front of the application, #atgting to prevent DoS

attacks.

Using custom scripts
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o Triggerig alerts when the welpage was changed (checking the integrity of home
page).
1 Sharing information with each other: detected attacks and malicious IP addresses, tips for
quick fixes of vulnerabilities, found backdoors.
1 Fooling the Red Team with fake see/version numbers (BT6).

Some teams, especially BTalso $ixedQproblems by removing functionality (access to vulnerable
Perl or PHP scriptwasdisabled). This was not allowextcording to therules butthe White Team
was too overloaded to penaé al such activities.

4.5 Information Sharing

This section describes what kind of information Blue Teams were sharing with each other through
WT-CERT or directly orCDX2 Blue chat channel. In general, notifications about found
vulnerabilities, backdoors, detesmd attacks and attacker's IP addresses were exchamgdslv Blue
Teams also provided hintsn how to (quickly) fix the problems. It is interesting to note that some
backdoors were reported several times by different Blue Teavhih indicates that the fiormation

was not always effectively picked up.

On Dayl, BT5 and BT7 were most actiiriring the ext day BT5 continued tde thenumber one
contributor, both in terms of quantity and quality of hinté& proposal was made by BT3 to change

the passwordof scada.ex. However, there was no active response from aqttsamslaty to the
proposal to secure OSPF route exchanges.

451 Dayl

BTL

=

Netcat was running on mail.int.

mail.int had listening shell on port 31337 which was configuréetitinetd.conf/

3. shop.dmz was defaced from 10.32.2.33. Make sure that customers can't upload PHP files
through the feedback form.

4. We found an ICMP backdoars(/bin/ppm4i ) on our webmail server. Someone (damn you

RTs) had used it with root permissions.

N

BT2
1. Block IP 10.32.2.33Shop Attackers!

BT3

=

The SSH service on firewall.bluex.ex has to be updated to newer version (5.9p1).

2. We believe that the Router Attack could be due to OSPF route Injection and man in the
middle attack. Therefore we propose as gimn to protect the OSPF route exchange with a
shared key between all the Blue Teams.

BT4

1. 10.32.139.217 is scanning our 10.4.0.24 www.dmz reported by SNORT.
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KBEAST rootkit was running on DNS server on port 13377. Remove it by editing the grub
config:/etc/init.d/grub - commorand blacklisting the kernel module.

We got shellcode exploits to our internal clients from 10.35.255.10.

Possible drivéoy explois on 10.21.0.4, shellcode detected!

Add to blacklist: 10.32.2.33 continues to scan, enumerate and try to exploit web applications.
New Red Team IP tries to flood log files by bifieteing SSH: 10.32.1.32.

Hint from BT5 to BT4: to fix your shop.dmzaiply insert this irmddFeedback.php , line 10

ook wnN
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7. Advisory on avoiding path traversal. We implemented a small handmade proxy tool in
Python that parses the HTTP and HTTPS protocol. We check for path traversal attacks with a
simple regular expression that courds<.. \ | et

8. 10.35.255.10 is probing port 80 in the whole 10.x.0.10 range. We are going to block this IP.

BTG
1. We still see 182.2.33 hitting various services on our networks.
BT7Z

1. Windows 7 is installed in Test Mode. This allows install any software even if it is not signed by
Microsoft.
2. Wordpress installed on www.dmz has backdoors in the code. Check:

Ivar/www/wordpress/.mys gl.info.php;
/s1.php; s2.php;
wp includes/class.wp - db.php.

3. SSH version installed on the systems has-kallvn vulnerability. It's vital to patch. It's is
very easy and fast to exploit it.

4. Nearly all the third party software installed on the workstaisois outdated and must be
upgraded. Well known exploits are available in Metasploit.

5. There are external IPs which are trying to attack to our systems. Blacklist: 10.32.3.33;
10.32.139.228.

6. Add to blacklist: 10.32.2.33.

7. Add to blacklist: 10.34.18.119: possible SQL Injection.

8. New scans detected from IPs 10.32.0.2 &ip 10.32.0.5, add to blacklist.

o These were in fact some IPs used by the scoring bot...

9. Detected new IP scanning our network: 10.4.32.2. We are going to iblock

10. To BT2: detected new IP scanning our network: 10.20.0.2 (BT2 FW). Are you launching these
scans?

11. Workaround how to quickly fix web defacement from Janitors hacking group. Replace line
182 inwp- login.phpwordpress  with

if (empty( $key ) || is_array( $key))
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BT8

45.2

BT:

Noohkow

BT2

=

BT3

BT4

=

w

There is a malware hosting site ohttp://10.35.153.32 including files new.exe
(Rozenatrojan).

Attacker from IP 10.32.139.217 is connecting to www.dmz.blue7.ex to gain access using
backdoors.

There is a malware hosting site btip://10.34.18.13% Ay Of dzZRAy 3 | @ NR | y i
trojan.

There is another solution how to hglatch nettools script on portal.dmz.bluex.exPerl

regexp:

$addr =~ /A([azAZ09\.])+$/

Day2

An attacker (10.32.56.176) tried PHP injection attack against our web shop. After very short
investigation we did not found any signs of successful actions.

One fix for shop.dmz: protect the feedback folder wititaccess that turns PHP off. One
thing they are trying is to upload PHP file via feedback that messes upndéthphp and
MySQL tables.

Source 10.32.139.213 attacks our web shop. Tries to overflow Apache.

10.32.139.219 is trying to attack our portal throughLSgjection.

10.35.153.20 attacks our portal, PHP injection, tries to delete files.

We found netcat avar/iwww/portal nc-c 10.32.139.218.

Web pages of our portal were defaced throughtbl update.php in
Ivar/www/portal/phpMyAdmin . Attacker's IP was 10.3%3.20.

Attention to the vmgate, we were defaced!

We found authorized_keys in /root/.ssh  which were not one of ours keys. Maybe it
would be better to delete it.

Ongoing attack against our sharagb.dmz from 10.35.153.44.

For safety reasonse propose to change the (shared) system password for scada.ex.

Another vulnerability in mail.dmz.bluex.ex: user al.bundy with valid password.

In portal.dmz it is possible to inject PHP code through cooKgeitback.php on line 45:

eval($ cookie[ C7) . Second vulnerability in portal.dmz: SQL injection in
track_fault.php . Fixintval($phone_nr)

We found a Perl backdoor itmp/bdpl on www.dmz.

To BT9: we detected some login attempts on our servers from your IP range (10.9.32.9).
Please check for potential compromise.
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BTS

N

The sharedveb.dmz sees several attacks. We set up mod_security on it and now see some
of the web attacks in its log.

To mtch your RUNNING kernel against local root exploit on webmail.dmz and mail.dmz run
as as root the following commands:

wget http://www.ping.uio.no/~mortehu/disable -vmsplice -if - exploitable.c
gce disable  -vmsplice -if - exploitable.c - o disable -- exploitable
. /disable - exploitable

Until we got to the root cause of defacements on webmail.dmz we did the following as root:
# chattr +A /usr/share/squirrelmail/src/login.php

¢ KSNBE INB wfS3rdeqQ daAaSNER ftA1S GdSadzr dmd 2N
Workaround is to add an entry in crontab:

*x *oxx root usermod - s /usr/shin/nologintest ;pkill -U 1003

where the number is the PID of the user.

ProFTP with backdoor on www.dmz. Easy fix for all:
a. install Vsftp and at same time disable Proftpdso you have a minor outage oR1
secs (it's like an hickup of the network)
b. updatercproftpd disable-> so it doesn't come up at next reboot anymore
To disable random users on chost.mgmsign up to the VM upload system (without
banning existing users), you can edit the
file/opt/web2py/applications/uploadvm/models/db.py by doing:

s/auth.settings.registration_requires_verification =
False/auth.settings.registration_requires_verifica tion = True/

To find unauthorized users on chost.mgmt you can go to
lopt/web2py/applications/uploadvm/databases/ and edit the users database:

$ sglite3 storage.sqlite
select email from auth_user where email not like '%cust.blue%’;

Then delete the uss which pop up.

Will we do auth on OSPF?

WET
/phpMyAdmin/tbl_update.php?f=system&v=cp%20/tmp/d%20/var/www/portal/index.h N 3
Oil'l (440YBt d&ZR-Rf dacz 1 UM TPAY st oz s 8ssK 5A01 OOK |, ET 0@

Gecko/20100101 Firefox/11.0 Q&
We recommend to disableesource in sitegnabled:
<Directory /var/www/portal/phpMyAdmin>
AllowOverride None

Deny from all
<Directory>
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9. DoS attack to firewall! We're facing heavy DoS Attack on our Firewall.
10. Preventing upload of unwanted files to the private contract area afixed by applying the
following patch orfvar/www/portal/private_customers/contracts.php

if (filesize($_FILES['uploaded_file']['tmp_name']) == 0) {

return O;

lelse{

if (! preg_match( 2/(\.pdH$/i e, $ FILES[image']['name'] )) dig( 2Sorry pdfs
only 2);

}

11. We hardened php.ini file on portal.dmz and shop.dmz by changing the display_errorsconfig
INAFOoES G2 WFLHtasSQe LG Aa asSd G2 WiNXZSQ o
information about our production code.

BTG

1. We discovered a backdoor onathdmz running on tcp port 31337 givingbén/sh  shell. It
was set up in thénetd.conf file. It was fixed by commenting the lines out and restarting
inetd.

2. We found a backdoor on DNS server: kbeast v.1 kernel rootkit found running and listening on
TCP port 13377. Removed the startup entries (kernel module) hidden in
letc/rc4.d/S99grub  -commonand deleted the rootkit itself from/usr/_h4x_/* . This
hidden rootkithave features such as keylogger, more info here:
http://core.ipsecs.com/rootkit/kernelrootkit/kbeastv1/.

3. ProFTPd daemon on www.dmz is running a backdoored version (1.3.3c) which gives attackers

NRE20 aKSftf GKSY R2RY:®D I02WYBYR HALB2UHzE I+ ye& C

Upgrade or patch the vulnerability. ProFTPD was upgraded to newest version but kept the

old version number for fooling attackers.

Be aware that the kernel on webmail.dmz is vulnerable to a local root expiogpice).

5. Regarding attack on BT6 portal.dmz. When researching the incident we also uncovered

reconnaissance and attack using the following IPs/domains 10.11.32.2, 10.35.255.9,

10.32.2.33nttp://10.35.255.9/x/, http://elar.lap.ee/glogo.pngreal internet).

Webmail server has been defaced by (janitors). They deleted files that require root access.

7. Vulnerability in shop.dmz. We fixed website against file injection attemiptsthe

addFeedback.php file. Limited type of uploaded files to only include image and txt files.

Attacks on our portal from 10.32.139.216.

9. We've seen attacks against our shawdb.dmz (failed so far) today from 10.34.18.119. He
seems to have beenusingS NI (G2 &AONARLIG KAA& FddGFrOl YyR A& K
in the UA and removing spaces).

B

»

©

BT7

Warning: scan from IP 10.32.139.219 using Havij SQL Injection Tool.

Backdoors used to access confidential information in portal. Check this!

10.35.153.21 is trying to access vmgate.dmz.

New attacks from 10.33.37.36, 10.9.32.10, 10.35.153.44.

To BT9: your IP 10.9.32.10 is trying to attack us using SQL injection.

We detected attack on www server using a backdoor locateamwww/wordpress/w  p-
content/themes/twentyten/general.php . Attackers who used this backdoor:
10.32.139.204, 10.32.139.228, 10.34.52.212.

ogkwnhpE
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BT8

1. Administrators of portal.dmz: check files ar/www/portalitemplates_c/ . We found
some backdoors. Fix this vulnerability via fhip.

{usr/local/lib/php.ini:
disable_functions = phpinfo, dir, readfile, shell_exec, exec, dl, virtual,
passthru, proc_close, proc_get_status, proc_open, proc_terminate, system,
curl_multi_exec, parse_ini_file, show_source, apache_child_terminate,
apache_setenv, define_syslog variables, escapeshellarg, escapeshellcmd,
eval, inject_code
2. Administrators of portal.dmz. It is fine to setup mod_security and apply small patch to
Ivarfwww/portal/index.php on line 2:

error_reporting(0);
if (eregi('(system| \.\.|passwd|union)',$_SERVER['REQUEST_URIY)) die();

3. We have noticed our ISP partners are usingtoets with vulnerability. We would like to
share a simple patch with them: portal.dmz.bluex.ex, filsr/lib/cgi - bin/net - tools
add to line 133 this text

if ($addr=~/Ma -zA-ZO-9\t ¥ 1BYS DHpt 11 1ETA sMmdz pdR

4. We have noticed our ISP partners are using web shop with vulnerability. We would like to
share a simple patch with them: shop.dmz.bluex.ex bfilinesslogic \ cartManager.php

change line 20 frorp B O E#id3$idin; Q plBOEEBA” ET OOAI s.B EA) 1 6§ KR

5. Configure passiviterface for vlan10 and ethernet0/0 on your routerX.sroute.ex to prevent
accepting neigbourship from the host in VLAN10. BT9 floods us with fake routes.

6. There is a backdoor itvar/www/portal/p  rivate_customers/contracts/d2.php . Maybe
some team has not fixed it yet.

BTQ

Red Team is attacking our portal, SQL Injection, 10.32.139.219.

Red Team is attempting reverse shell at 10.x.0.25 from 10.35.153.33.

10.32.56.176 attacked our webshop too.

We were also scanned by Havij from the same IP 10.32.139.2109.

Appears 10.35.153.20 is trying multiple logins to portal.

Attacks on our portal.dmz from 10.35.153.20, exploitizgphp to deface (we removed this
ESAGSNRIK® 0dzi AG ORUEdzBBE Q|1 @8 SNPBRWYNR XOMA dza p R

ogkwbhpE
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4.6 Scores

The following teams ended up the top three onthe LS12 scoreboard:

1. BT5
o Highest availability score.
o Best at reporting incidents to CERT. A lot of very detallgghtweight Human
Reports. Very good at sharing their fixes with other teams.
o Second best at reporting to management (Executive Reports).
o Best at wekapplication security.

o Best at reacting to business injects.

o Second best in terms of negative points assigned for successful attacks. However,
also considerably low availability.

o Most active team during preparations.

o Fewestnegative points assigned for successful attacks. However, they had also very
poor avalability, making many objectives impossible for Red Team to reach.

o High score for CERT reporting.

o Good information sharing.

o No disk resets requested.
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5 Situation Analysis Based drightweight HumarReporting

LightweightHuman Reporting was a concepbhight to the exercise bthe Finnish Yellow Team. The
analysis in the current chapter has been written by an expert from Clarified Networks, the company

that wasprimarily behind the idea and its implementation.

5.1 Event Categories

Based on the information prided in the human reports, we tagged the team reports to more
generic categories. Below are the most common activity types and the number of correspBhating

Team reports.

Category Count | Description
Defacement is an attack on a webditet changes the visual
defacement 51 .
appearance of the site or a webpage.
exploitation attempt 46 Ap e<pI0|tat|9n attemptisan attempt to break into resouree
without confirmed success.
backdoored a8 The term bgckdoor referg to a method of bypassing normal
authentication and ensuring remote access to a computer.
scan 30 Enumerating potentially vulnerable services.
An attempt to make a computer or network resource
DoS 21 ; (.
unavailable to its intended users.
Brute-force attacks are aapplication of bruteforce search, the
general problerssolving technique of enumerating all
candidates and checking each one. As the reports rarely
brute-force 17 o . . .
indicated the number of attempts, this analysis covers all triy
attempts to discover usernames, passwoadther necessary
for attacks.
user accounts 13 Unauthorsed user accounts found from the system
An dtacker has gained access to a resource. See also
compromise 10 | backdooredwhich could be the natural consequence of
compromise.
AnSQL injection is often used to attack the security of a
SQLinjection 9 website by inputting SQL statements in a web form to get a

poorly designed website to perform operations on the
database.

5.2 Observations from the Perspective tiie Control Room Analyst

The analysisddow is written from an irgame perspective, to reflect the point of view of a control

room analyst.
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Asthe Report Type Distribution #1 (below) shows, haktivists havecarried outa large defacement
campaign against all teams (ISPs). Furthermore, dueh#o high number of reports regarding
backdoored machines, we suspect that another group is targeting us with another objective. We
estimate that cyber criminals with a financial motivatjiam a state actor with a focus on espionage
may be behind these attacks. Denidiservice (DoS) activity has been ongoing for several months
and, with few exceptions, is not affecting our normal operations.

Defacements and successful backdoor instalfetibave been discovered by all teams. Few teams
have not reported other common attack types, such as DoS, failed exploitation attempts or scanning
activity. We have contacted these teams and advised them to monitor more closely these types of
malicious advity.

A wide variety of malicious activity implies that either a large number of different groups have

activated at the same time orlternatively there are one or two large and loosely coordinated
groups attacking us.

backdoored
defacement

dos

exploitation attempt

ReportType Distribution #1: Amost all teams observed almost all common attack types.
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ReportType Distribution #2: Trends over all malicious activity

ReportTypeDistribution #3(below)shows that most of the discovered attacks have focused on the
demilitarised zone (DMZ). Typitgal our organisatios do not store their most confidential
information in the DMZ. As a result, our losses are mostly attributed to negativegRt and the
availability of specialist work, as the teams are focused on mitigating further loss.

00-internet
00-red-and-scoring

00-router

02-dmz

03-customer-vms

04-customer-dsl

04-internal

ReportType Distribution #3: Teams and zones.
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Even though most activity is focus@dthe DMZ, we deduce from the reports that attackers have
gained a foothold in our internal networks and have conducted further reconnaissances)(scan
denial of service attack@0S. Our teams have already taken proactive actions (hardening) of our
internal networks.

00-internet

00-red-and-scoring

00-router

03-customer-vms
04-customer-dsl

04-internal

ReportType Distribution #4: Activity types and zones.

5.3 Viewing the Exercise: Strategy and Tactics

5.3.1 Introduction

One ofthe hypotheses was thaby introducingLightweight Human Reporting to the exercise, some
insightwould be gained as thow the strategies and tactics of different teams worked in practice. In
addition, we wanted to find out how the reports reflect a given team's overall skillset. Below are
someexample comparisons.

5.3.2 Total Scores

The Clarified Networks collaboration environment and VSRoom provided the technical solution to
the scoring. To reduce the overhead of the White Team and to provide quick feedback to the Blue
Teams, the scoring system waightly integrated into the reporting system. Automatic service
availability checks were also integrated into the overall scoring system.
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5.3.3 Comparison of Team Performance

Surprisingly, the automatic availability check scores did not correlate significarahesnQ averall
performance. Scoring differences wesehievedwith proactive workto mitigate the attack surface

(to prevent successfifed Team attacks) and with #hquality of the reporting. Additionally, BT9 got

a rather significant reward (special score) from cooperating with other Blue Teams, as well as the
exercise CER&am.

20000

15000

10000

B CERT Scores for Reporting

‘White Team Injects

W Spedial Seore
Disk Resets
Executive Reporting
B Autormnatic Avallability Checks

¥ Red Team Scores

B C
m—

-10000

|H§G§i

-15000

Performance overviewAn overview of team performance, based on various scoringoaés.
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5.3.4 A Closer Lookt the Quality of Human Reporting

BT5 and BT3 provided the best quality reports from the GE&W's perspective. BT5 obtained
higher score with smaller number of reports.

CERT Scores for Reporting

6000

5000

3000
W CERT Scores for Reporting
Serles "CERT Scores for Reporting” Point "b7"
2000 Value: 3222
§ _] I [
o 4

Human reporting performanceDetailed view bthe humanreporting part, which wasvithin the
focus area of thékllow Team

Reporting quantity vs qualityQuantity was not enough. For exampdéesomparison of BT5 and BT3
reports shows that BT5 scored better with a smaller number of reports.

5.3.5 Comparson of Top and Bottom Teams

The reports of thedp teams (BT5, BT&)ere more equallypalanced between proactive measures
(limiting attack surface, observing attacker enumeration methods and failed attack attempts), while
the bottom two team reports were lased towards reactive reporting.
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00-proactive

01-enumeration

02-anempts

03-reactive

04-public-escalation

Reporting maturity: The bp teama €&ports were balanced more equally between proactive and
reactive measures.

00-proactive

01-enumeration

02-attempts

03-reactive

04-public-escalation

Reporting maturity:Thel2 G 6 2Y GSFYAQ NBLIR2NI&a 6SNB YIAyfe
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5.3.6 Team Comments on &ttegy and Tactics

Team Strategy/Tactics based on Feedback Reflecting to Incident Reports

BT5 Comment: The team reportednanymore proactive
Ourstrategy was:find vulnerabilities first methods and failed attack attempts than
and close them. We were not able to follo| the losing teams, so it seems that they ree
it. better off with their strategy than they

think.
Potential reason:
As some of our services didt work from
the beginning (shareweb,VMgate) we
tried to get them going. That deflected us
little bit from focusing on the attacks.

BT8 Comment: This team reportedhe largest number of
During prep week, we had outlined a FaaGroOl radSyLwiiasz az
strategy from multiple points of view. We | learning from the attacks is in line withe
were able to follow it roughly but we had t¢ reporting.
adjust as well.

Adjustment:

We learned some things from the attacks
and used them against attackers. We
Whifted prioritydo machines according to
attacks.

BT1 Comment: It is likely thatsevenof the 14 reactive
We had a plan what we going to do, but R| reports were a result of network
Team totally destroyed that in the observations. The number was deduced b,
beginning. the Yellow Team, based on the informatiol

provided in the B1 reports.
Potential reason:
Our team was too much orientated to
network side. We noticed already on
Monday that we should have more unix ar
Windows server guys.
BT2 No preplanned strategy/tactics. According| BT2 exercised a moderate amount of

to BT2, the system matched their skillset.

proactive methods, mostly patching the
systems. However, patching was not
sufficient and a number of attacks
succeeded.
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5.3.7 Highlights

We would like to highlight that some tfe teams demonstrated consideration beyond the technical
aspects of this exercise. Exanmplef thesdindings are listed below.

Noteworthy items in reports 1BT6 used diversion to let attackers believe that thiese still running
a backdoored=TPRserver. BT7 demonstrated consideratiortlad contractual and legal implications
of their actions.

maturity: 03-reactive
maturity value:

Mmessag
status=t

Noteworthy items in reports 2Dril-down onBT6 diversion.
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Report Name

Team

Noteworthy

What

12removed_backdg
ored_
proftpd_from_www

b6

diversion

Server was running a backdoored version of
ProFTPD1.3.3c which had a rootshell built into the
HELP command (HELP ACIDBITCHEZ) which an
attacker could exploit without any credentials need¢
and gain root shell. ProFTPD was upgraded to new|
version but kepthe old version number for fooling
attackers

25cookiestealing

b6

attribution

One of our greeszone clients (172.168.6.62) has
visited BlueTeam 3 customortal, which has an
injected Javascripghat steals credentials from the
login form and session cookies. This happened 201
03-27 12:22 (UTC Time). They took the clients sess
cookie. The javascript named CarrietPigon was writ
by Elar Lang, and posted the information on
http://10.35.255.9x/store.php

b7-Incident19

b7

legislation
5.2

dza SNJ Wdza SN SELX 2AdGa @V
been deleted due to incompliance with current law.

b7-Incident23

b7

legal support

Unauthorized access to confidential information of
our customers dud¢o backdoors in the server. We
have deleted these backdoor. Customers are going
be prevented. We are going to ask legal support to
take the appropriate legal actions.

b7-incident24

b7

legal support

58SFI OSYSyid OFdzaSR o0& @K
www server He has downloaded an exploit to escal
privileges from http://git.zx2c4.com/CVE12-
0056/plain/mempodipper.c He has modified the we
with the file index.php. DEFACEMENT (below) whic
includes an image hosted in the server
http://10.35.255.5/pics/Janitor_pink.jpeg We also
include the file with the exploit he intended to run.
Actions taken to fix that: block user notify legal
department about the incident Index.pkfont
CEUA" plIfR, TT T T11 -
nom.., Y& 1 O, ,AOY, , AOY, ,EI CO
tfislst SYPEAOY* Al E Olthe mepbit Het
was intended to run mempodipper.c

Noteworthy items in reports 3Tabular representation, accompanied with links to actual reports.
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6 Observations and Recommendations to Improve Locked Shields

6.1 Objectives

1. The training objectiveshouldbe madecleater. Organsers shouldmake sure that these are
properly communicated to the participants.

o A description of the Blue Teamincluding a detailed list of required roles and
skillsets had beenpreviouslyprovided in the first information package attached to
the invitation to participate. Still, some teams missed that information or it was not
clear enough.

o A concrete suggestion made by one Blue Team was to make it clear whether the
exercise is designed for system administratorsSemputer Network Defence CND
personrel.

2. Shifting the main training audience requiresredesign of the exercise. For instance,
providing a good learning experience simultaneously for both Blue and Red Team members
will probably not work.

o The rext exercise should clearly define the primary goal in terms of who is going to
be trained.

3. Incident detection, analysis and reporting should have higher priority in future technical
exercises.

o Several Blue Teams found that LS12 was too focused on consysiem
administration tasks.

o The scoring system also favoured prevention more than detection and fast response.
For instance, defacemenegerateda lot of negative points even if it was discovered
and repairedwithin a minute and thébBusiness impa€tould be considered low.

4. If PR managers atte be part of the training audiengespecifictraining objectives have to be
also clearly defined.

6.2 Exercisédrganisation

1. More focus and time should be spent on giving feedback to the Blue Teams.

o The environmentthat Blue Teams had to protect was complex and full of
vulnerabilities. Thereforéhe Red Team's campaign was highly successful. Some Blue
Teams expected full technical details on the attacks and suggestions on
countermeasures they should hadeployed

o For instanceat the end of Dayl, the Red Team could reveal information about
vulnerabilities they had already exploited. There wouldfeeer successful repeat
attacksandBlue Teams coulithen focus on new area® gain more learning.

o TheRed Team shdd also share some of their attack scripts with the Blue Teams
the end of exercise.

2. Blue Teams need mot#fficial exercise tim&or preparations.

o Final documentation and access to the game environment was available for the Blue
Teams one week beforine Execution. Some teams missed that information. Some
could not allocate time durinthe pre-CDX week for preparations.

o Prolongng the CDX by ongay should be considered. Alternativetiempts could
be made to solve thenajority of communicationissues before the official start. Then
DayO would have less focus on solving access and communication issues and Blue
Teams could spend most of D@y learning the systems, rulesnd testing out
reporting channels.

o Atraining dayshould be considered asap of the preparations weekThis would
help to get better reports and solvaostaccess issues.
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3. Two full exercise days should be devotedjaming and short feedback sessions. Announcing
final results, filling in feedback forms ammrticipating inlonger Hot WashUp meetings
should becarried outon the next day.

o After ENDEXvas announced anthe Red Team stopped attaitky, the White Team
still had manyreports to evaluate. Therefore the final results on the scoreboard were
not announced in the end obay 2 as previously promised. In addition, vitas
common that several aspects the scoring needd further investigation toensure
fairness

4. TheTestRun was very useful and necessary but needs to be prepared better nex{Timae.
exercise environment fothe TestRun should be almost identicad the one used during
Execution

5. Zulu time (UTC) has to be enforced on all systems supporting the exercise and used in
scheduling all events from the beginning of the planning process.

o Most of the control cell®f LS12 were located in Tallinn and Helsinki. Therdfoee
UTC+2 (and UTC+3) timezone was used when planning eumrttdJTC was
configured on Blue Team systems. This worked fine until the Exeqhise,when
Blue Team members were confused.

6. The eercise timetable should be communicated at leasé week before the start and last
minute changes should be avoided.

o One Blue Team made a comment that the timetable was communicated too late and
it was not obvious.

o Another Blue Team was disappointecathon Day0, much less time was speion
explaining the setup, rules, scoring principles, gt@an was previously announced in
the timetable.

7. CDX should be run multiple times on the same (refined) setup to improve return on
investment.The bcus shoulde on improvinghe learning experience and measuring.

8. The plans for data collection and other activities aftex action should be improved.

o Feedback forms and human reportiage not enough to draw firm conclusiorabout
what actually happenedf the scoringwasfair andif Red Team attacksere equally
balanced. Network traffic and log analysis should be used to verify claims.

o The awrrent after action report does not include deep analysis and comparison of the
strategy and tactics different BluBeams were using.

9. Locked Shiekishould continue to be livéire exercise. Detailed forensic analysis tasks could
be conducted on the attacked systems after the exercise.

10. Smaliscale exercises should be conducted as well, where it is feasible togeqgame from
the participants.

6.3 Scenario and Injects

1. Althoughthe exercise scenario and setup was considered good, the @mgyarshould try to
bring the game closer to the real world in the future.
o The following lists some points made by the participathge Teams:

A Exercise itself was good but not realistic. Exercise would be more efficient if
Blue Teams had at least one day to repair and prepare their systems.
Situation where Red Team starts the attacks straight after we get access
we were too muchbehind of them. It's not realistic to start maintaining
unknown environment just like th&®

A Bood idea for the aims of the exerci€e.

A WPlayers are influenced by scoring a lot. In reality we would take our systems
offline under such heavy attacks.
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A Waiung a scenario helps to build context for the attacks. This is very
important.Q

A Whe commercial ISP scenario did not really match the MoD profile of the
playersQ

A Whe fact it is a game does not allow reairld risk management and system
hardeningdecisions to be mad&

o The fact that the higlevel background scenario was simple and had ardigtional
country involved dichot provide the Legal Teamith an opportunity to have serious
discussions.

2. Number of injects (media, customers, employedg)sd be increased.

o In general, Blue Teams fourile injects good and useful to make the scenario
interesting and more varied.

o At leastthree teamsremarkedthat they hadexpected more injects:

A Wiledia pressure and customer pressure were very light.

A Wot enough inject

A We were under the impression, that some of injects never reache@ us.

A Wiledia should cooperate with the Red Team to blame Blue Teams and force
them to reactQ

o The teams werevery responsive to media requestsmeaning that the numbenf
media injects could be increased in the future. Delays were caused because some of
the teams were not expecting media inquiries on the specific email addresses.

3. Blue Teams shouldetrequired to report receivinmjects.

More context and background ahbthe scenario has to be provided to the players in order
to introduce more management and strategic aspects to the exercise. More pressure from
simulated management towards Blue Teams would bé&scequired.

o Red Team was supposed to ptay different roles during the gamehacKivists and
cyber criminals. According to Executive Reports, most of the Blue Teams related the
attacks onlyoccurred from oe of the groups. It was not easy or possible to
differentiate between the different attacksin terms of motivation or who was
behind the attack Three Blue Teams dichot mention anything in reports to
management about whavas attacking them and why.

5. More information about the flags (targets, datddat Red Team is expected to compromise
should be provided to the Blue Teams.

o Even with some preparation timehe environmentwas still new andunfamiliar.
Many Blue Teams had difficulties in even noticing that the database of their clients
or secretmemodocuments had been stolen by attackers.

o More detailed documentation could be provided emphasizing the important assets
and giving more detailed feedback after successful compromises.

B

6.4 Situational Awareness

1. The wki-based Executive Reportiri§ee Appendix Hyorked well and should be used time
next exercises. The following issues need attention:

o One team did not usehe designatedwiki-based form and saved the reports to
another location.

o The wki-based form needs some modifications. For instance, repotting-frames
should be predefined and selectable fraarop-down list.

o The purpose othe Executive Report seemed to be misinterpreted by some teams
they provided verya technical overviewabout the actions taken'Wechie®need
more training or guidelines on how to write good management reports.
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o The number of requiredExecutiveReports was changed during the gammed did not
matchwhat was said in the reporting instructions. This genedatenfusion ending
up with some Blue Teams providittgee and somefour ExecutiveReports.

o Blue Team members were not familiar with the syntaxtleé particular wiki
installation and therefore the reports themselves would have been better formatted
whenusing text editors.

2. Feedback regardinthe wiki and chatbasedLightweightHumanReporting was somewhat
controversial. In general, it was considered a good idea by the Blue Teamsthergvinite
Team's perspectivet greatly simplifiedhe exercise conbl in gairing situational awareness
and ensured theafter-action analysis wamuch easier. This reporting method should be
usedagainin future exercises.

o One Blue Team was not happy with the Tweetbot and would have preferveeb
application.

o One Blueream remarkd that the chat channel was not easy to follow.

o ¢ K ®hoQield inthe report form caused some confusipas thegeneral description
page was differenfrom the one orthe report form itself.

3. The frequency and quality afightweightHumanReporting should be increased. This applies
alsoto reportingcarried outby the Red Team.

o LS12 Red Team reports usually do not provide any information on how the objective
was achieved, what kind of vulnerabilities were exploited or backdoors used. The
reports alone do not allow us to analyse whether considerably more complex
patterns had to be used against some Blue Teams compared to othergl{fegent
SQL injection poist more effort required to bypass filters or malware detection).
Work-intensivenetwork traffic analysis and VM forensiesuld be neededor that.

o Red Team members should be encouraged to provide more informati@ctrities
that were not directly scored. This is especially important frtme Green Team's
perspective sometimes i was not easy to understand whether Blue Teams had
problems with infrastructure owhether the problemswere caused by the attacks
(e.g, Red Team changing the passwords on owned systems or destroying targets).

4. Providing situational awareness to the BlDeams should havaehigh priority.

o Scoring visuaations inthe VSRoom designed for Blue Teams were not avaiktble
the beginning of Dag. Blue Teams didot know how to use the software and were
missing feedback on their progress.

o Service ugime visualgation should be improved (or teams better traineds it was
difficult for Blue Teams to know whether the availability checkshefscoring bot
succeeded or not.

o A description of experimental software (RUAG ESOM Mapper Prototype) was not
availableat the beginning of Da§.

o Blue Teams werén general missing the lifeline of event® understandwhat was
going on.

o Articles generated byhe media simulation celwere a good wayof providing
awareness to Blue Teams. This should have more focus.

5. The need for new and better technologies providing situational awareness on defensive and
offensive cyber campaigns is widely known. This is no different in the context of technical
exercises. All teams would benefit from better means that would help tesssand visuadé
the effects of activities and status of systems.

6.5 Rules

1. Fromthe Blue Tems(perspective, the rules need further simplification.
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o A nodified and simplified version d@he rules set from Baltic Cyber Shield 2010 was
used for LS12. It was still considered complex. Sophistication was added by fictional
legislation and company policy which also regulated the environment.

2. Rules for password management have to be redesigned or bett@emunicated.

o Blue Teams were allowed to chantje passwords of their regular computer users
only ifabreach oraweak password was suspected. They were required to document
these changes on a special wiki pagetsat White Team members rolplaying
those users could still log in. These principles were not followed and no one
documented any changes in the wiki.

6.6 Scoring System

1. The process of designing the scoring tabletfa next exercise should define the priorities
between score groups in the beging.

o There were issues with the weighy) of availability scorgsas some argued the
were not high enough. The issue was that the,d@ points for availability were
spread over (in the end) too many services that locking down a single service was
not penalsed enough. Fronthe Blue Team@perspective it would have beena
better approach just todkethe service offine than to risk successful attacks from
the Red Team.

o ®@lon-cappedXscoring categories should be avoided. The cap for Red Team sattack
and CERT reporting was removed in the eflde former, particularly,led to the
situation that some teams werdeaten to deatliby web defacements.

2. The scoring bot should be further developed to be able to check more application level
services.

o TheWhite Team did not have enough resources to manually check the functionality
of services. For instance, some Blue Teams made fixes to the web applications that
also broke the functionality but they were not persalil for that.

3. Scoring rules favoured preveah more than detection and quick response.

o Initially, the scoring system was designed such that successful detection and
mitigation of an attack would cancel out part of the negative points assigned for
compromise. However, that became too challengingetdorce with the resources
available inthe White Team. In the end, Blue Teams ganymore negative points
due to successful Red Team attacks compared to the positive points they could earn
from fast detection, mitigation and reporting.

4. The negative swe assigned for successful Red Team attacks should be better aligned with
the business impact.

o Successful defacement gawgany minus scoreseven if the problem was detected
and fixed in few minutes.

5. The scoring categories and vissation of results Bould be more transparent to the Blue
Teams.

o VSRoom visualizations were provided too late and were not explained to Blue Teams.

o Situatiors covered by VSRoomaerne interpreted differently. For instance, one Blue
Team thought that patching had the main feciut another team focused on
detection and reporting after getting access to VSRoom.

o Detailed scoring table was not provided to the Blue Teams on purpose to avoid the
teams focusing on how to beat the scoring system. As expected, this caused
disappointment and confusion for the Blue Team members.

6. For the Blue Teams, it was difficult to know and measure what serwees scored and
therefore neededto be up.

o Preconfigured Nagios could be deployed into the Blaam infrastructure.
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7. Competition is essential to motivate the teams and provide them an opportunity to measure
their skills in different areas. However, the conditions were not always eqtialgame for
all the teams.

o Automatic scoring checks ardebatable,as some servicesvere down due to
technical issues with the infrastructure. In general, downtime caused by faulty
infrastructure was compensated by the White Team but we cannotrassthat
White Team was capable of tracking all the complaints.

o Clientside attacks could at be carried outequally against all teams. FirstiRDP
access was automatically allowed after cloning only on Windows 7 workstations. For
Windows XP, Blue Teams were tasked to do it themselves but not everyone did it in
time. In short the teams whofollowed White Tear® &equests were actually
penalized by Red Team's attacks.

o Some reporting errors were discovered during posirtem analysis.

o BT1 was in most cases the first victim.

6.7 Communication and Information Sharing

1. The structure of informationni the wiki-based collaboration portal needs careful design.
better summary othe most important aspects t&to be provided.

o Feedback from Blue Teams is again controversial. Someotlidave any problems
with the platform, some teams found it difficulb navigate and find information.

o Another reported problem was that team members ladkime to delve into the
vast amount of information related to the exercise.

2. Blue Team leaders should be contacteg@rson (e.g.over the phone) at least one month
before the execution to make sure they have understood their expected role.

o Althougha detailed description of required skillset was providedtie information
package and collaboration portal, some Blue Teams were lacking persons with
required skillsetto cover all the areas and systems. The role of the team was not
clear. For instance, one Blue Team brought a lot of network security personnel to
participate but was lacking Windows and Linux specialists. ©theught that Blue
Teans should be staffed oly by CNDpersonnel and were also lacking experienced
system administrators.

3. White TeamBlue Team Liaison Officers should be appointed at least a month before the
exercise to start direct communication betweB®G.
4. Major changes related to communicationeans have to be avoided.

o The main communication platform (wiki, chat) and related addresses were moved
from the internet to the Gamenet straight before Da§. This was counter
productive, caused a lot of confusing account synclsadion problems.

A A fewof the Red Team members ditbt get access to Jabber aitte wiki till
the end of exercise.
5. All means of communication have to be testul participantgrained before Day.

o Before the exercisejtwo webinars were conductedwith Blue Teams using
GoToWebinasoftware. However, not all Blue Teams had a representative attending
these webinars. During the exercjseoToMeetingwas used as a permanent video
channel betweenthe White Team and Blue Teams but it was not tested for
everyone.Srict firewall rulesprobably prevented at least one teafrom properly
connectng over GoToMeeting this rendered the virtual meetings ineffective for
them.

6. Final documentation should be provided to the Blue Teams at leastweeks before the
Execution.
o Oneweek was considered too shatime-frame.
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7.

8.

10.

11.

12.

The Communication Plarshould be crosschecked several times before firgiig and
advertising to the playerdhe number of channels should be reduced if possible.

o The nain problem was regarding the enaiddresses. It was not possible to reach
some of the teams through the ail servers hosted by the teams themselves
Thereforethe White Team switched to alternative accounts to inject additional tasks.

o TheBlue Team communicatiersheet was missing contbaddresesfor the Media
(journalists).

o There weremanychat channels with different purposéut it was difficult to keep
the discussions on specific topian the specific channel.

o GoToMeetingsupported 15 simultaneous attendeeBour control cells,nine Blue
Team cells and a video of SCADA installateeded tobe conneced. Therefore we
could afford only one connection per Blue Teambut this was not clearly
communicatedat the beginning. Several persons from some teams connected
blocking other teams having accessnpletely.

Email accounts used to deliver injects to the Blue Teantsttvdbe hosted onthe Green
Team's mail server cfimits to the Red TeanThe rumber of accounts should be limited to
those that areactually used. The availability othe email service hosted by Blue Teams
themselves could only be checked automatically.

o Originally, Blue Teams were required to monitor several accounts (abuse, service,
sales, info) on their own mail server. There were also backupuate hosted on a
mail server administered khe Green Team which the Red Team was not allowed to
attack. This complexity caused confusion.

o After Red Team started the campajgome Blue Teams lost proper access to their
own mail infrastructure.BT6 repated issues withits mail systems from the
beginning of the exercise which the Green Team was not able to solve.

o In conclusionthe White Team had difficultie reacking the Blue Teams to inject
tasks in time.

The dat and wikibased tools provided bthe organsers for collaboration and information
sharing were considered goplut alternative methods wersitill used.

o The wiki was not considered the best way to share infiation due to the need for
simultaneous writing.

o At leasttwo teams preferred Gogle Docs for infanation sharing and also for
keeping track of the incidents. Flip charts and whiteboards were also hasdy
expected.

Short instructions should be provided to the Blue Teams in case they need to use non
standard software to accomplidfusiness tasks.

o There were no instructionas tohow to use the ISP control panels to s&t new
domairs and websites for clients. To understand how the VM hosting system
(vmgate, chost) works, Blue Teams needed to analyse the code of the interface.

A st of customers was not provided to the Blue Teams. Therefore it was not possible
differentiate between legitimate antHacke€accounts.

Much information about attacks and vulnerabilitiesagishared by the Blue Teams.g, on
cdxl2blue channel. However, there was limited or no real cooperation. The scenario should
have more emphasis on defining common tasks for Blue Teams and there should be more
dependencies between the systems of different Blue Teams.

o Routers of different Blu8eams were connected to form a common OSPF routing
infrastructure.BT3 suggested protecting route exchangesashared secret key but
they did not succeed in motivating all others to collaborate.

o Blue Teams also had a shared SCADA system which wastesiirtolacontrol the
cooling ofthe shared server room. SCADA could have been accessed only through
specific workstations from each Blue Team INTERNAL netiMoelRed Team was
still able to sniff the shared password of SCADA management intedacess it
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through the compromised workstations of several teaamsl Blow it upQ This setup
was too artificial and several teams didt really understand the role of it and what
they should have done.

13. The raming scheme in chat should betreought, as it was diftult to findthe right people
One optionwould beto use team (and suteam) names in the beginning of the alias the
chat clients sort the names alphabeticallyfew examplesvould be

o RT_adv_firstname.lasthame(Red Team member responsible for advanced
campaigns)

RT_cli_direstname.lastnanfRed Team member responsible for cliside attacks)

WT_firsthame.lastnam@Nhite Team member)

+WT_firstname.lastnam@Vhite Team Leader)

GT_firstname.lastnam@reenTeam member)

O O o o

6.8 Blue Teams

1. There should be a CERT team playrgimilar roleto real life cooperating with the Blue
Teams.

o In the context of LS12, CERT was mainly responsible for evallaghtyeight
incident reports. They did not have time for proig advisories and coordinating
the incident response between the Blue Teams. Blue Teams often shared
information about vulnerabilities or backdoors which had been already reported by
others.

o One optionwould beto have a separate Blue Team (BT_CERT)dangva subset of
typical CERT services to other Blue Teams. BT_CERT would not be part of the exercise
control andwould not have information about Red Team's campaigut would be
entirely dependent on the quality of information provided by other Bluars.

2. Blue Teams should be advised to engag@ofessional PR manager in the team. Then the
Media Team can focus on providing learning opporiesiio peoplewho really need it.

o No previous experience in PR was required from the designated PR manages o
teams. The aim of the media activity wiashelp communicate some ahjects, add
pressure to the Blue Teams and illustrate the exercise with information filtered by
the media. The latter was achieved mainly via the news portal. The stories seemed to
receive good feedback andhttracted many contributions from anonymous
commentators.

6.9 Red Team

1. It was not possible to accomplish #ik pre-planned attacks on all Blue Teams. This affected
fair game play. Avoidingverly complex and unfamiliar infrastructure, providing better
documentation and more testing should help in the future.

o There was space limitation on the VMs Blue Team customers could run on the
hosting infrastructure (chost and vmgate). Blue Teams were moilita with related
systems and many were not able to keep the services running and accessible.
Probably, the systems themselves were also unstable. Therefore Red Team could
play the bad customer and upload infected VM images onlthéncase ofa few
teams.

o | Codbtractor's laptofwas deployed only intéhree Blue Team networks. This was
doneat the end of game and was affected by infrastructure downtime (OSPF loop).

2. Web attacks were consideréébo successfi@ It should be emphasized to Blue Teams that
they neeadto engage members with skills in protecting web applications.

o TheRed Team hathanyweb application developers and peesters.
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o Web attacks were mostly scripted to be fdiut this made them very quick and easy
to repeat. Thusthere was alarge amount of successful defacements which
dominated too mucthof the game.

o Web Application Firewalls deployed by some Blue Teamsatighrovide ultimate
protection.

3. The Red Team's objectives should go furthéran exploiting single web application
vulnerabilities. Reallag<could be hidden deeper in the systengiving the Blue Teams
more time and options to detect the attacks and react.

4. Assembling a strong core Red Team competence redjaitet of effortin planning, scenario
and game environmendevelopment, vulnerability research and 4ig defining scoring and
success metrics, scripting automated attacks, orgagithe Red Team stteams and the
pre-execution practice of volunteers. One way educe the Red Team contribution and
keep thelearning curve lower is not to change the scenario and environment radically every
time. f novelty and radical changes in game play are prgadti Red Team preparations will
needahigher budget.

5. If the Red Team's goal remains to provide learning expegeto the Blue Teams, engaging
ad hoc volunteers who do not commit to prejragin advance should be avoided.

6. TheRed Team needs to participate more in building the target systdieGreen Team
could build the initial infrastructure anthe Red Teanthen fine-tune it. This work is time
consuming and cannot be expected todmeried outby volunteers.

7. White Team Blondes could do mdrecooperation with the Red Team.

o They could provide information about which defensive programs (Antivirus,
Antimeter) have been installed on the workstations or why some exmtiémpts
failed.

8. The copy othe Blue Team networkvasprovided only to the Red Team for testing purposes
andwas very helpful. However, Red Team members have to be prowithda convenient
interfacewith typical operations with the VMs such as poveer, reboot, revert to snapshot,
etc. The same applies to Red Team's own BackTrack VMs.

o TheOpenNebulebased VM management interface was not configuredtfer Red
Team.

9. Manuallysimulating reatlife attack activities probably provides the best learning opportunity
for the Blue Teams. Manual attacks are noisy and relatively slow compared to scripted,
automated attacks. Still, anomaly detection with good cergealimonitoring tools shold be
the focus ofthe next CDXso that even fast and sudden attacks would be noticed and
reported. Many Blue Teams did not even rsalihow often their intranets had been
compromised or how much infmation had been exfiltrated

6.10 Green Team

1. The Green Tem should be better staffed with experienced Windows administratoFar
example,there was neone who could set up an Exchange server for Blue Team internal
emailcommunication. More experience would have alm®enneeded to create deployment
scripts for atomatically changing all required parameters.

6.11 White Team

1. The roles of Blonde (simulating the ordinary cartgy users of Blue Team companies)d
Blue TeamWhite Team Liaison Officer could be merged. Idedlgre would be one
dedicated Blonde/Liaison peBlue Team and they should have rehearsed temporary
handovers.
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2. There should be a coordinator for Blorglend BlueTeamWhite TeamLiaison Officers who
keeps a current overview of their status and helps thterbe on top of the situation.

o The sib-team of the Red Team with was responsible for clieride attacks neesd
a status report at leasbnce every 60 minutes describing which workstations the
Blondes ould access and which not. dacation of Blondes and clieside attack
team members could bermther option. However, it is clear that the roles have to
be separated and Red Team members must not be allowed to play the Blondes
themselves.

3. White TeamBlue TeamLiaison Officers should haeadetailed overviewof the exercise and
in-depth knowledgeof the rules. Guidelines given to Blue Teams have to be concrete.

o Information provided to Blue Teams was not always accurate.

4. Technical infrastructure has to be prepared such that Blondes can have guaranteed access to
the workstations.

o Simulation of use activities partially failed because White Team members had
challengesin accesmg the workstations inthe Blue Team infrastructure. Remote
access oveRDPwas initially not possible to all ViVidue to group policies preventing
it.

o Console access shouid reserved for White Team members and remote access over
RDP for Blue Team members.

5. There should be a dedicated press/VIP briefer.

o This person should have sufficiekankQand perhaps artHonoranfQtitle in the
exercise in order to calm the VIPs.

6. The White Team needs more staffing for verifying the situation (ea@s a special task
accomplished, is a website defaced, etc...)

7. The taffic generation system should have components that simulate interactions with
customers.

6.12 Legal Team

1. General comments

o The incidents that took place in the exercise were quite trivial from the point of view
of national legislation. From the point of view of international legislation, further
background information would have been required to draw more detailed
conclusiams.

o Thelegal Team is probably not able to participd#eeCn such an exercise with the
technical experts. Thereforihe Legal Team doeasot need livefeeds of techchats.

An idea would be to conduct briefings ftire Legal Team and give them@asea
political situation, realife events, subsequent electronic attacks (DDoS, defacement,
hacking and compromise of datatime network, publication of data, statements on
websites, etc).

o If one of the objectives of the exercise is to focus on intermatidaw and conflict,
on- and offlinesituational awarenesseedsto be provided.

o It is difficult to draw a situational picture by evaluating only wisagoing on in the
networks. Fora better understanding, iis always important to look at restorld
facts as those tend tdoe mirroredin the virtual environment.

o To really engagehe Legal Team it would be necessary to draw a sophisticated
scenario and have a nevised and a feedback loop &ngoing event8in the real
world (an exercise equivalent wbh could be fictional). Realorld examples might
suit better than fictional ones.

o ltis critical to have technical experts to explain what is happening in the networks to
the Legal Team.
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2.

Future exercises:

o If the exercise is for general everydagining, lawyers might be embedded with Blue
Teams to be educated about the technolpgnd Blue Teams could be advised on
how to collect, save and share data in compliance with the law and for a possible
policeinvestigation.

o Legal Team members could also be distributed between Blue Teanthendntral
cell.

A There could be &egal expert in all of the Blue Teams. That expert would be
the contact point of the Legdkeam.
A The gparate Legal Team would focus mainly on inteioval law.

6.13 Technical Environment

N

Providing a preconfigured gateway to the Blue Teams for accefgngame environment
was a good idea and should be continued. Still, testing and documentation of the device
needs improvement.

o Several Blue Teams had pteims with the device because of configuration mistake
They had to continuously reboot it. It seems that some teams also extensivelyaused
wireless interface although it was not suggested.

Backup proceduresere required to reset/revert the whole infrasicture.

Straight after the end of exercisesnapshots of all systems should be taken and the
environment$2 T Sy Q

Although the infrastructure built on top ddpenNebulaLibvirt and KVM was lacking some
features compared to commercial products, it pided the flexibility to fulfil all kinds of
unique requirements. Therefore the choice of the platform is considered good.

The selection of proper storage solution is extremely importarfthe Argescale exercise
environment has to cope with running methan 300 virtual machines simultaneousiyd
has high requirements

o The nitial storage solution (SAN storage was used through iSCSI) did not perform as
expected. This was firstly discovered duriagfestRun conductediwo months
before the Execution.

o Later, an NFS server was installed on one of the blades. It had Openindiana
(http://openindiana.org) asthe operating system and useal ZFS file system. IOPS
was boosted bywo caches:one RAMdisk (92GB) for read éone extra DDRDrive
(4GB) for write cache. This solution performed well.

The retworking setup and traffic mirroring solution has to be redesigriElte ®tup was
complex and challenging to debug. Traffic mirroring was not reliable.

0o These arethe main requirements:

A Yellow Teams must havike option to get all the traffic from all the Zones
requiredfor visualization and situational awareness solutions.

A Blue Teams must havie option to get all the traffic from all the Zones
under their contrd (but naturally not from any other Zones).

A All traffic has to be recorded for aftexction analysis.

o The linux bridges for the 2.6 kernel thatas configured on the bladesid not
support mirror ports. Therefore other kind of solutions had to be uséd Green
Team chose to use:

A iptables-t mangle-j TEE
A tcpdump

o Many different problems were observed withigisetup. For instance:

A Recorded pcapsere missing interesting parts of the gares some files got
overwritten. Also, the timestamps are not arate.
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(0]

A At some pointin time, it was discovered that the first packet of a session
often got lost if it had to traverse from one blade to another. For example, it
took five secondstivo UDP packets) for a DNS name to resolve. Many hours
were needed by seral specialists to tweak kernel parameters and ebtables
rules to solve the issue

A Lot of tweaking of iptables and ebtables rules had tachgied outto enable
the traffic mirroring system to work.

A The wholeGamenet was inaccessible twice during Rayhich was caused
by high traffic peaks.

Linux vSwitches could be considered as an alternative of Linux briflggshasot
beentested yet.

7. The kandwidth of network interfaces should be limited to avoid high traffic volumes
overloading the infrastructre. There were two major outages during the second exercise
day. Both of them were caused by high traffic peaks. Blades were overloaded and not
accessible.

(0]

The frst problem happened aftethe Red Team started to create denial of service
traffic (in fact they were breaking rules of engagement as DDoS was not allowed).
The tcpdump processes had too higlpriority and load on the blades rose to 300.
After renicingtcpdumps the issue was solved. Red Team was also asked to stop any
traffic-intensive actios.

The gcond problem was also caused due to Red Team activities. They deliberately
generated a routing loop insideBlue Team shared OSPF routing istinacture. This
alsoresulted in high traffic peaks and overloading the servers.

8. Several times MAC dtkss conflict®ccurredin the network.

(o]

In the beginning it was not clear to all Green Team members how exactly
OpenNebulagenerates MAC addresses for fresh VMs. It was based on IP addresses
which had to be specified for eveNICin the host definition file. If this was not done

(as for DHCP clients includithge scoring bot), the deployed machines ended up with
the same MAC addresseAn nitial workaround was to use artificial IPs and it was
fixed later.

9. For people with no préwus experienceof the platform the learning curve was high. This
could be made easier with better documentation.

(o]

Two or threedays vere needed to understand in general how the infrastructure
worked and how one could create virtual machines on it. Onethadow the logic
behind OpenNebula how to create definition files for virtual machines, networks
and disk images. At least basic knowledge alibatlibvirt command line front end
was also needed.

For Hewbie€) OpenNebulahas strange logic and one needs to knewmall but
significantdetails e.g, nevm shutdow®@actually deletes the deployed VM if the
disk is not marked a®?ERSISTEQThis is the default settingll changescould be
lost by Whutting dowrfa VM.

Thefact that it takes a day to properly deploy first VM is in coditdon to what we
require formanypeople (volunteers) with low commitment andot muchtime who
would like to help and build some components.

10. The environment was in general inconvenienus®e but this was compensatédr by having
all tasks scriptedvhich alloved automatic redeploynent ofthe whole infrastructure.

(o]

Sunstone GUI often had errors. Therefore command line utillied to be relied
upon, even for small tasks. This meant high productivity loss for people coming from
the Windows worldwho werenot so comfortable with CLI. On the other hand, one
of the goals was to make everything easilydeployable. This meant doing a lot of
scripting butit was in the end very beneficial tdbe able toautomatically redeploy

the whole infrastructure.
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(o]

Simple operations like connectinhe VM into different network segmestwere
inconvenient and took time. For instance, one option to connect the VMamtew
network without GUI was to:
A log to the blade where the VM was deployed;
shut down the VM;
look up the correct VNET ID and respective bridge number;
edit the deployment file (KVM definition file) of the VM and change the
bridge number;

A dart the machine again\irsh creatg.
Quite often accessing VNC consoles from Sunstonaaligvork.
The nost reliable way to access the console of the VM was totheaative VNC
client:the ID assigned b@penNebuléhad tobe identified, the node (blade) wherg
was deployed and then connea&d to the respective port (5900+VM_ID) and
respective IP address using vncviewer.

> > > >

11. Network segments used for development should haweore relaxedinternet connectivity
to increase productivity.

(0]

VMs insidethe Blue Teammetworks which wereused for developing did not have
directinternet access. There wadransparent proxy (SSL was dissected). This made
the whole process worintensivein some casesSome software updates did not
work over the proxy or additional efforts were needed (e,gupdating some
components of Red Team BackTracks).

12. Blue and Red Team membaesisouldbe providedwith a good user interface to manage their
machines. They should haseonvenient way to perform the following opeians:

O O o O o

Reboot, start, shutdown VMs

Revert VMs to snapshot

Upload and create their own VMs and connect to their network segments
Access their VMs over a console

Optionally, also control other parametessich as theamount of RAM allocated to
specificVMs

13. The nodified version ofOpenNebulaSunstone that was provided to the Blue Teams for
managing their VMs did not work reliably.

(o]

(0]

After the Blue Teams were given accede VM Management Server was still in
deployment for at leasbne day.

There were issuesvith accessing VNC consoles from Sunstdieentually Blue
Teams were given accessaoative VNC console.

Sometimes virtual machines did not boot up after restarthf Blue Team VM did
not come up properly, the team members were ssing feedbackas to what
happened. Ofterthe Green Team had to check what went wrong.

Sometimes VMs were reported to disappear frtme Sunstone interface after a disk
reset.

14. The interface provided to the Blue Teams to upload their own VM was buggy.

(0]

(o]

The process was the following:
A Prepare KVM compatible VM image @rS | W@ énfrastructure
A Upload it over SFTP to the NFS share on CDX12 infrastruiture Qutof-
Game network)
A Use Sunstone to create host definition file, define image and add diskpset
networks etc.
Firstly, with some SFTP clientse Blue Teamseceivederror messagesuchl ano W
supported authentication methods availa§léubsystem request failed on channel
0Qlt did, however, worlvith FileZilla.
Secondly, Blue Teams hatso problems with creating the imagdth the following
error message ‘Brror [ImageAllocate] Error allocating a new image. Template
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includes a restricted attribute SOURTProbably this was associated with
inconsistent access lists.

15. Preparing VMs withVindows operating systems was time consuming.

o Windows VMs without virtio drivers for network interfaces and disk did not boot up.
To get an acceptable performance,using paravirtualized device driverss
unavoidable

o Persors with no previous experiencef OpenNebula/libvityKVM needed several
days to solve all the issues and get virtio drivers properly working on Windows
images.

o There was a problem with USB implementation on Kwhkich seemed tdave bugs
It was not possible to ged mouse workingcorrectly (the pointer was not inthe
correct place) without adding &ablet devic&to Windows VMs. However, that
constantly consumed 30% of the CPU of the host machine.

o No scripts existed for Windows machines to change the parameters according to the
BlueTeam network wher¢hey had to be deployed. All those had to be created from
scratch.

16. OpenNebulaseems not yet mature enouglor significantexperienceis needed to set it up
properly. Examples of some problems observed are listed below:

o There weredifferent issues with getting some basic commands workiag.,
Wnevmsavea@hould be used for saving the changes you had made but it did not
work.

o After deploying a lot of VMs the interface started to be very slow and consumed
100% of CPU on the cloatntrol host.A smple listing of all VMs took more than
five secondsThe poblem was solved after replacing an xml parser library.

o The required daemon (oned) wasmewhatunstable and sometimes crashed.

17. Some VMs (especially the sensors used for traficording) had problems with high CPU
wait. There may also have been issues with guewisioning of resources.

18. Keeping accurate time in cloned VMs hosted on heavily loaded servers proved to be a
challenge.The Green Team should plan more time to resgathe issue and configure the
systems such thatafter cloning and frequent revertghe VMs would still have clocks
synchronized.

19. The wules for building the VMs intthe exercise environmenshould beagreed early before
major development activities.

o This includes somewhat unified platforms (e.gsing the same popular Linux
distribution), same administrative passwords on all systems, common NTP and time
zone settings, keyboard layout, etc.

20. Therewas no pointin providing Blue Teamwith machines wi completely unpatched
operating systems. Automatically applying patches is a trivial task but requires a lot of time
and 1/O operations when done simultaneously on hundreds of systems.

21. Fora two- to three-day exercisethe network scheme for Blue Teamisosild be simplified
compared to LS12.

o The number of Zones and complex IP addressing scheme confused the Blue Teams.
In the real world, IT administrators would hawegood understanding of their own
networks.

22. OpenVPN wded reliably and is a good choicerfproviding remote access to the teams.
VPN access rules neeatbre consideration as some Green Team systems (mail.ex, news.ex)
should be always accessible to the Blue Teams.
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6.14 Facilities

1. Red Team members should have more space on their table to ategér monitorsto the
laptop andto be able tousean external keyboard.

o There weretwo rooms setup for Red Team cells in NATO GGIE. In one of the
rooms there was more space for team members and therefore it was more
convenient.

2. All Red Team members alid have an opportunity to follow and participate in feedback
sessions.

o Asthe White Team control room was crowded, ohe Red Team leader aralfew
members participated irGoToMeetingsessions. The video fro@oToMeetingvas
not broadcast tdahe Red Eam rooms.

3. The Media Team should have a quiet room for conducting interviews. In general, all
simulation cells could be located in separate room from the main White Team control cell.
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7 Conclusions

Locked Shields 2012 was a successful cyber defence exengsting the expectation®f both
organgers and participants. There is a clear need for naordsimilar live trainingsas all Blue Teams
were interested in attending the next event.

A onsiderable amount of resource is required to aptthe exercise. Orgasing it is an international
effort and not a trivial task. There are alspany areas that needo be improved. Some of the
observations and recommendations have been listed below:

1.

Blue Teams have to be providedth more detailed feedback about the attacks conducted
by the Red Team and countermeasures they should mpementedfor mitigation.

Theevaluation ofthe Blue Team&@:fforts should be more balanced regarding how important
skills in common IT systems administration tagks whencompared to incident detection,
analysis and reporting. Several Blue Teams found that LS12 was too much focused
common system administration tasks.

The scenario andrganisationof the exercise need adaptatioms orderto engage the Legal
Team actively in the Game. Scenarstiould have some complex elements and Legal Team
members could be part of the Blue Tes.

LightweightHuman Reporting proved to beffectivein establishing situational awarenest
defensive and offensive campaigns. The solution should be further developed and
participants better trained to increase the frequency and accuracy of repodsiged by
human experts.

CDX should be run multiple times on the same (refined) setup to improve return on
investment.The bcus should be on improvirtge learning experience and measuring.

A lot of effort and resources are required to design the techhienvironment such that
technical problemslo not affectthe learning experienceA @ntralised storage system could
easily become a bottleneck if not carefully planned.

Locked Shields should continue to bdive-fire exercise. Detailed forensic anat/gasks
could be conducted on the attacked systems after the exercise.

56


https://www.clarifiednetworks.com/collab/cdxplanning/AAR_Conclusions

8 Acknowledgements

NATOCCD COE would like to thaalk institutions and individuals who weggart of the orgarsing

team for LS12 for their significant contributisnand all Legal and Blue Team members for making
the exercise a remarkable experience. In particular, we wish to tlihekSwiss Armed Forces
Command SupporOrganisation Finnish Defence Forces, Estonian Cyber Defence League, Kapsi
Internet-] N & G G N 2BE{I CERAl &d CERIV, Finnish Communications Regulatory Authority,
NATO Computer Incident Response Capalgjlitgchnical Centre, Swedish National Defence College,
RUAG Defence, Swisscom, Clarified Networks, Clarified Security, IT @etdsssiaakonaho.

57


https://www.clarifiednetworks.com/collab/cdxplanning/AAR_Acknowledgements

9 Acronyms

BCS Baltic Cyber Shield

BT Blue Team

NATO CCDBOE NATO Cooperativeyber Defence Centre of Excellence
CDX Cyber Defence Exercise

CND Computer Network Defence
ECDL Estonian Cyber Defence League
FDF Finnish Defence Forces

FPC Final Planning Conference

GT Green Team

HMI HumanMan Interface

IPC Initial PlanningConference

LS Locked Shields

LT Legal Team

MNE Multinational Experiment

MNE7 SA Multinational Experiment 7 CDX12 Situational Awareness Teg
MPC Main Planning Conference

POC Point of Contact

RDP Remote Desktop Protocol

RT Red Team

SA SituationalAwareness

SAF Swiss Armed Forces

SOP Standard Operating Procedure
VM Virtual Machine

WAF Web Application Firewall

WT White Team

YT Yellow Team
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Appendices

Appendix ABlue Team Systems

A.1 Network Scheme
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